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The objective of the current study is development of a coupled orthogonal 

curvilinear/Cartesian grid solver. The solver requires a thin orthogonal boundary layer 

grid and a non-uniform Cartesian grid to resolve the boundary layer on a solid surface 

and the flow region away from the surface, respectively. Flows inside the orthogonal 

boundary layer and Cartesian background grids are solved by different CFD solvers 

which are coupled by an overset grid method. SUGGAR code writes the grid domain 

connectivity information into a file that identifies grid points necessary for the overset 

grid interpolation. In order to satisfy mass conservation across the overlapping region, the 

pressure Poisson equations and the overset interpolation equations are encompassed from 

both of the solvers and solved simultaneously by an iterative method. 

Accuracy of the coupled orthogonal curvilinear/Cartesian grid solver was 

evaluated in terms of flows past circular cylinders because the orthogonal boundary layer 

grids can be generated easily due to its simple cylindrical shape. In this study, additional 

numerical simulations were also performed by the original orthogonal curvilinear and 

Cartesian grid solvers in order to obtain the benchmark data to compare with the results 

of the coupled orthogonal curvilinear/Cartesian grid solver. 

The coupled orthogonal curvilinear/Cartesian grid solver was applied to steady 

and unsteady laminar flows at Re = 40 and 200, single-phase turbulent flows at 

subcritical Re = 3900 and supercritical Re = 5×105 and 1×106, and two-phase flows at 

(Re, Fr) = (2.7×104, 0.20), (2.7×104, 0.80), and (4.58×105, 1.64). Those numerical results 

are in good agreement with the experimental and numerical results in the literature. 

Effects of the grid resolution on the numerical results were analyzed in this study. 

The analysis showed the more accurate resolution of near-wall regions by the boundary 

layer grids for the coupled orthogonal curvilinear/Cartesian grid solver. It also presented 

the similar trends of the flow at the subcritical Re with the vertical resolution to those 

observed in the literature. 
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The coupled orthogonal curvilinear/Cartesian grid solver predicted much delayed 

separations of the boundary layers at both the supercritical Re, which caused the narrower 

wakes and the shorter recirculation regions than those at the subcritical Re. The features 

of surface pressure corresponded to the postponed separations.  

The solver developed in this study showed the similar trends in the two-phase 

flows at Fr = 0.20 and 0.80 to those observed by the past numerical studies. The trends of 

the vortex shedding, deviating shear layers, and the expanded wake on the free surface 

are more prominent in the flow at Fr = 0.80 than that at Fr = 0.20. 

The mean flow on the free surface at Fr = 1.64 shows the high magnitudes of the 

streamwise vorticity and the transverse velocity, which are responsible for the attenuation 

of periodic vortex shedding. The difference of the gradients of two Reynolds shear 

stresses and the streamwise vortex stretching are the main mechanism for generation of 

the mean streamwise vorticity on the free surface. In addition, the source terms due to the 

strong streamwise vorticity mainly generate both transverse and vertical vortices on the 

free surface. 
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Figure 4.1. 
 
 

Time histories of the drag and lift coefficients. Dotted lines are 
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Figure 4.11. 
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interval is 1.2. 
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Figure 4.13. 
 
 
 
 

 
Instantaneous vertical vorticity at Re = 2.7×104 and Fr = 0.80 
computed by CFDShip-Iowa version 6.2 (Suh et al., 2011) (left 
column) and CFDShip-Iowa version 6.2.5 (right column): (a) 
on the free surface; (b) z = -0.5; (c) z = -1; (d) z = -3.5. Contour 
interval is 1.2. 
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Figure 4.14. 
 
 

 
Mean streamwise velocity on vertical planes at Re = 2.70×104  
and Fr = 0.2: (left column) Kawamura et al. (2002); (right  
column) CFDShip-Iowa version 6.2.5. Contour interval is 0.1. 
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Figure 4.15. 
 
 
 

Mean streamwise vorticity at x = 1.0 at Re = 2.7×104 and Fr =  
0.2: (left panel) CFDShip-Iowa version 6.2 (Suh et al., 2011);  
(right panel) CFDShip-Iowa version 6.2.5. Contour interval is  
0.5. 
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Mean transverse velocity computed  at Re = 2.7×104 and Fr = 
0.2: (a) on free surface; (b) z = -3.5 

 
 

131 
 
Figure 4.17. 
 
 

 
Dominant source terms for the mean streamwise vorticity at x = 
1.0 computed at Re = 2.7×104 and Fr = 0.2: (a) y component of 
term (B); z component of term (B); (c) term (E) 
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Figure 4.18. 
 
 
 
 
 

 
Mean flow at x = 1.0 computed at Re = 2.7×104 and Fr = 0.8 by 
CFDShip-Iowa version 6.2 (Suh et al., 2011) (top) and 
CFDShip-Iowa version 6.2.5 (bottom): (a) streamwise velocity 
with interval 0.2; (b) streamwise vorticity with interval 0.5; (c) 
transverse vorticity with interval 1.0; (d) vertical vorticity with 
interval 1.0 
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Figure 4.19. 
 
 
 
 
 

 
Mean flow at x = 2.5 computed at Re = 2.7×104 and Fr = 0.8 by 
CFDShip-Iowa version 6.2 (Suh et al., 2011) (top) and 
CFDShip-Iowa version 6.2.5 (bottom): (e) streamwise velocity 
with interval 0.2; (f) streamwise vorticity with interval 0.5; (g) 
transverse vorticity with interval 1.0; (h) vertical vorticity with 
interval 1.0 
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Figure 4.20. 
 
 
 
 

 
Reynolds stresses at x = 1.0 computed at Re = 2.7×104 and Fr =  
0.8 by CFDShip-Iowa version 6.2 (Suh et al., 2011) (top) and 
CFDShip-Iowa version 6.2.5 (bottom): (a) Rxx with interval 
0.025; (b) Ryy with interval 0.025; (c) Rzz with interval 0.01; (d) 
Rxy with interval 0.01 
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Figure 4.21. 
 
 
 
 

 
Reynolds stresses at x = 2.5 computed at Re = 2.7×104 and Fr =  
0.8 by CFDShip-Iowa version 6.2 (Suh et al., 2011) (top) and 
CFDShip-Iowa version 6.2.5 (bottom): (e) Rxx with interval 
0.025; (f) Ryy with interval 0.025; (g) Rzz with interval 0.01; (h) 
Rxy with interval 0.01 
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Figure 4.22. 
 
 
 
 

 
Dominant source terms for the mean streamwise vorticity at x 
= 1.0 computed at Re = 2.7×104 and Fr = 0.8 by CFDShip-Iowa 
version 6.2 (Suh et al., 2011) (top) and CFDShip-Iowa version 
6.2.5 (bottom): (a) y component of term (B); (b) z component 
of term (B); (c) term (E) 
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Figure 4.23. 
 
 
 
 

 
Dominant source terms for the mean transverse vorticity at x = 
1.0 computed at Re = 2.7×104 and Fr = 0.8 by CFDShip-Iowa 
version 6.2 (Suh et al., 2011) (top) and CFDShip-Iowa 
version 6.2.5 (bottom): (d) z component of term (B); (e) 
term (E); (f) term (F) 
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Figure 4.24. 
 
 
 
 

Dominant source terms for the mean vertical vorticity at x = 1.0 
computed at Re = 2.7×104 and Fr = 0.8 by CFDShip-Iowa 
version 6.2 (Suh et al., 2011) (top) and CFDShip-Iowa version 
6.2.5 (bottom): (g) term (F); (h) z component of term (B); (i) 
term (E) 
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Figure 4.25. 
 
 
 

 
Instantaneous vertical vorticity computed by CFDShip-Iowa version 
6.2.5: (a) on the free surface at Re = 4.58×105 and Fr = 1.64; (b) on a 
horizontal plane at Re = 5×105. Contour interval is 1.2. 
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Figure 4.26. 
 
 

 
Mean flows computed at Re = 5×105: (a) streamwise velocity; 
(b) transverse velocity; (c) vertical velocity; (d) streamwise 
vorticity; (e) transverse vorticity; (f) vertical vorticity 
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Figure 4.27. 
 
 
 
 

 
Mean flows on the curved plane which is 0.22D lower than the 
mean free surface computed at Re = 4.58×105 and Fr = 1.64: (a) 
streamwise velocity; (b) transverse velocity; (c) vertical 
velocity; (d) streamwise vorticity; (e) transverse vorticity; (f) 
vertical vorticity 
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Figure 4.28. 
 
 
 

 
Mean flows on the free surface computed at Re = 4.58×105 
and Fr = 1.64: (a) streamwise velocity; (b) transverse 
velocity; (c) vertical velocity; (d) streamwise vorticity; (e) 
transverse vorticity; (f) vertical vorticity 
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Figure 4.29. 

 
Elevations and streamlines on the mean free surface 
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Figure 4.30. 
 

 
Reynolds stresses computed at Re = 5×105: (a) Rxx; (b) Ryy; (c) 
Rzz; (d) Rxy; (e) Rxz; (f) Ryz 
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Figure 4.31. 
 
 

 
Reynolds stresses on the curved plane which is 0.22D lower 
than the mean free surface computed at Re = 4.58×105 and Fr = 
1.64: (a) Rxx; (b) Ryy; (c) Rzz; (d) Rxy; (e) Rxz; (f) Ryz 
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Figure 4.32. 
 
 

 
Reynolds stresses on the free surface computed at Re = 
4.58×105 and Fr = 1.64: (a) Rxx; (b) Ryy; (c) Rzz; (d) Rxy; 
(e) Rxz; (f) Ryz 
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Figure 4.33. 
 
 
 

 
Source terms for the mean streamwise vorticity computed at Re  
= 5×105: (a) x component of term (B); (b) y component of term  
(B); (c) z component of term (B); (d) term (D); (e) term (E); (f)  
term (F) 
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Figure 4.34. 
 
 
 
 

 
Source terms for the mean streamwise vorticity on the curved  
plane which is 0.22D lower than the mean free surface  
computed at Re = 4.58×105 and Fr = 1.64: (a) x component 
of term (B); (b) y component of term (B); (c) z component of 
term (B); (d) term (D); (e) term (E); (f) term (F) 
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Figure 4.35. 
 
 
 

Source terms for the mean streamwise vorticity on the free 
surface computed at Re = 4.58×105 and Fr = 1.64: (a) x 
component of term (B); (b) y component of term (B); (c) z 
component of term (B); (d) term (D); (e) term (E); (f) term (F) 
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Figure 4.36. 
 
 
 

 
Source terms for the mean transverse vorticity computed at Re  
= 5×105: (a) x component of term (B); (b) y component of term  
(B); (c) z component of term (B); (d) term (D); (e) term (E); (f)  
term (F) 

 
 
 
 

151 
 
Figure 4.37. 
 
 
 
 

 
Source terms for the mean transverse vorticity on the curved  
plane which is 0.22D lower than the mean free surface  
computed at Re = 4.58×105 and Fr = 1.64: (a) x component 
of term (B); (b) y component of term (B); (c) z component of 
term (B); (d) term (D); (e) term (E); (f) term (F) 
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Figure 4.38. 
 
 
 

 
Source terms for the mean transverse vorticity on the free 
surface computed at Re = 4.58×105 and Fr = 1.64: (a) x 
component of term (B); (b) y component of term (B); (c) z 
component of term (B); (d) term (D); (e) term (E); (f) term (F) 
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Figure 4.39. 
 
 
 

 
Source terms for the mean vertical vorticity computed at Re =  
5×105: (a) x component of term (B); (b) y component of term  
(B); (c) z component of term (B); (d) term (D); (e) term (E); (f)  
term (F) 
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Figure 4.40. 
 
 
 
 

 
Source terms for the mean vertical vorticity on the curved plane  
which is 0.22D lower than the mean free surface computed by  
at Re = 4.58×105 and Fr = 1.64: (a) x component of term (B);  
(b) y component of term (B); (c) z component of term (B); (d)  
term (D); (e) term (E); (f) term (F) 
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Figure 4.41. 
 
 
 

 
Source terms for the mean vertical vorticity on the free surface 
computed at Re = 4.58×105 and Fr = 1.64: (a) x component 
of term (B); (b) y component of term (B); (c) z component of 
term (B); (d) term (D); (e) term (E); (f) term (F) 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Background and Motivation 

Computational fluid dynamics (CFD) solvers with high fidelity are required to 

perform accurate simulations of turbulent flows. Such CFD solvers should include high-

order numerical schemes, accurate turbulence modeling, and good scalability of high 

performance computing (HPC). Simplicity of generating computational grids is also 

important for complex geometries such as those observed in ship hydrodynamics. 

Generation of a body-fitted structured grid around the complex geometry surface is 

difficult, and mesh quality, namely mesh orthogonality and mesh smoothness, often 

becomes an issue. Extensive researches made for the quality of the structured grids can 

be reviewed in Zhang et al. (2006, 2012). On the other hand, unstructured grids show 

greater flexibility to geometry shapes and are easier to generate around the complex 

surfaces than the structured grids (Mavriplis, 1997). However, implementation of high-

order numerical schemes and accurate turbulence models such as large eddy simulation 

(LES) is difficult to the unstructured grid solvers (Caraeni and Hill, 2010; Mahesh et al., 

2004). CFD solvers using a Cartesian grid with an immersed boundary method (IBM) 

involve extremely easy grid generation and allow implementation of high-order 

numerical schemes easily (Mittal and Iaccarino, 2005; Gullbrand et al., 2001). Also, HPC 

scalability of the Cartesian grid solvers is better than that of the curvilinear structured 

grid solvers (Bhushan et al., 2011). Because of these features, the Cartesian grid solvers 

with IBM are well suited for accurate numerical simulations of turbulent flows, such as 

LES (Gullbrand et al., 2001; Moin, 2002; Balaras, 2004; Ramakrishnan et al., 2009; 

Yang and Stern, 2009). However, the Cartesian grid solvers require very large grids to 

adequately resolve boundary layers at high Reynolds numbers. Adaptive local grid 

refinement near the solid wall can lead to reduction of the grid size (Iaccarino et al.,  
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2004; Ghias et al., 2007), but still the near-wall grid resolution is very expensive. 

Moreover, the fine near-wall resolutions require very small time steps to simulate 

unsteady or developing flows accurately. Thus, it is important for the Cartesian grid 

solvers to implement a method to resolve the viscous boundary layers around the solid 

surfaces appropriately. 

A wall function (WF) approach (Stern et al., 2009) can be used to capture effects 

of the boundary layers in the framework of an IBM based Cartesian grid solver. In 

Bhushan et al. (2011), the simulation was performed for a surface combatant model 

DTMB 5415 in the straight-ahead condition by using a Cartesian grid solver with the WF 

method. The numerical results show that the WF method has limitations in accurately 

predicting the flow separation and the turbulence quantities. This is expected since the 

WF methods are more suited for body-fitted curvilinear grids in which uniform first grid 

spacing can be maintained throughout the solid surface. 

A coupled curvilinear/Cartesian grid method was proposed by Yang and Stern 

(2009) as an alternative approach to resolve the boundary layers. In this method, 

curvilinear structured grids are used to resolve the boundary layers on the solid surfaces 

and Cartesian grids to compute the flow regions out of the boundary layers. Different 

CFD solvers are applied to the body-fitted curvilinear grids and the Cartesian background 

grids. Those solvers can be coupled using the boundary conditions, a hybrid grid method, 

or an overset grid method. 

Coupling multiple CFD solvers by the boundary conditions requires two things 

(Schlüter et al., 2005b). The first is to define an interface which enables communication 

and exchange of the flow variables between the solvers. Previous work (Shankaran et al., 

2001; Schlüter et al., 2003a; Schlüter et al., 2003b) has established the algorithms which 

specify the interface and allow information exchange between two or more CFD solvers. 

The second thing for the coupling is to specify the appropriate boundary conditions used 

by the solvers at the interface. Schlüter and Pitsch (2005), and Schlüter et al. (2004,  
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2005a, 2005b) discussed the boundary conditions at the interface to couple an LES flow 

solver and the Reynolds Averaged Navier Stokes (RANS) flow solver. Schlüter et al. 

(2005b) validated the developed coupling method for a flow in an axisymmetric 

expansion and a swirl flow at an expansion with a subsequent contraction and 

demonstrated its applicability in a turbomachinery case. However, this approach is not 

appropriate for a coupled curvilinear/Cartesian grid method because it requires the plane 

interface between the computational domains for each solver. 

Zhang and Wang (2004) proposed a hybrid adaptive Cartesian/quad/triangular 

grid method to solve two-dimensional flows with moving objects. In the hybrid grid 

method, a body-fitted structured grid is generated first near a solid body to resolve the 

viscous boundary layer. An adaptive Cartesian grid is then generated to cover the whole 

computational domain. The Cartesian cells which overlap the body-fitted grid are 

removed from the computational domain, and the gap is produced between the body-

fitted grid and the Cartesian grid. The triangular unstructured grids are used to fill the 

gap. In the dynamic moving boundary flow problems, the body-fitted grid moves with the 

moving body, whereas the Cartesian grid remains stationary. Meanwhile, the triangular 

unstructured grids are deformed according to the motion of the moving body with a 

spring analogy approach (Batina, 1991). Zhang and Wang (2004) demonstrated the 

hybrid grid generation approach and the developed time-integration algorithm for a 

supersonic flow around a cylinder and inviscid flow and turbulent flow over an 

oscillating NACA0012 airfoil. Zhang et al. (2009) extended the above hybrid grid 

generation method to morphing bodies for two-dimensional external bio-fluid 

simulations. Delaunay graph interpolation approach (Liu et al., 2006) was implemented 

to improve the efficiency of the grid generation and to deal with very large motions. The 

extended hybrid dynamic grid generation method was validated for several external bio-

fluid problems with multiple bodies. However, those hybrid grid approaches were  
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developed for simulations using finite volume methods. Also, they can be performed only 

for two-dimensional flows, and the extension to three-dimensional cases is difficult. 

In the overset grid methods, there is no need to match grids at the interface of the 

neighboring grid blocks (Baker, 2005). This lack of any constraint at the grid block 

interfaces allows both body-fitted curvilinear grids and Cartesian background grids to be 

constructed easily. Moreover, the overset grid methods do not need to either deform or 

regenerate the grids to solve the problems even with moving objects. Therefore, good 

grid quality can be maintained during the entire simulation process. However, there are 

two issues to implement the overset grid methods: (1) an additional module is required to 

interpolate information from one grid block boundary to another; (2) the interpolation can 

violate conservative nature of the governing equations solved in the CFD solvers. Those 

issues should be resolved to couple the curvilinear grid solver and the Cartesian grid 

solver using the overset grid interpolation. 

The Structured, Unstructured, and Generalized overset Grid AssembleR 

(SUGGAR) code was developed as an overset grid assembly program by Noack (2005). 

The SUGGAR code can create a single composite grid from multiple overlapping 

structured, unstructured, and/or general polyhedral grids for both node-centered and cell-

centered flow solvers. It has been incorporated into existing flow solvers, and the solvers 

with the overset grid capability have been validated for several problems including static 

or dynamic objects (Pandya et al., 2005; Carrica et al., 2007; Mulvihill and Yang, 2007; 

Koomullil et al., 2008). 

1.2 Objective and Approach 

The objective of this study is development of a coupled orthogonal 

curvilinear/Cartesian grid solver. The solver requires a thin structured boundary layer 

grid and a non-uniform Cartesian grid to resolve the boundary layer on a solid surface 

and the flow region away from the surface, respectively. The boundary layer grid is so 

thin that the grid orthogonality is maintained everywhere inside the grid. The Cartesian  
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background grid part is solved by a Cartesian grid CFD solver, which is called CFDShip-

Iowa version 6 (V6-IBM hereafter) developed on the basis of an immersed boundary 

method for ship hydrodynamics. Another CFD solver requiring a body-fitted orthogonal 

curvilinear grid is applied into the boundary layer grid. This solver is named CFDShip-

Iowa version 6.2 (V6-OC hereafter) and has been developed from V6-IBM by Suh et al. 

(2011). Therefore V6-OC has the similar architecture to that of V6-IBM. An overset grid 

method is used to couple V6-IBM and V6-OC. In the overset grid method, all the flow 

variables are interpolated from one grid block to another through the interface between 

the boundary layer grid and the Cartesian background grid. SUGGAR code writes the 

grid domain connectivity information into a file that identifies grid points necessary for 

the overset grid interpolation. In order to satisfy mass conservation across the 

overlapping part, a pressure Poisson equation is solved in a strongly coupled manner 

using the PETSc toolkit (Balay et al., 2012). In this strongly coupled manner, the pressure 

Poisson equations and the overset interpolation equations are encompassed from both 

V6-IBM and V6-OC and solved together by an iterative method. Thus, both mass 

conservation and overset interpolation relation are satisfied in both of the CFD solvers. 

The coupled orthogonal curvilinear/Cartesian grid solver developed in this study is 

named CFDShip-Iowa version 6.2.5 (V6.2.5 hereafter). 

After the development of V6.2.5, its accuracy is assessed by considering several 

different flows. Table 1 summarizes all the numerical simulations performed in this 

study. Validations of V6.2.5 are carried out in terms of flows past a circular cylinder 

because orthogonal boundary layer grids can be generated due to its simple geometry 

shape. In addition, many results about the circular cylinder flows have been obtained 

experimentally or numerically for decades. Those data are available in the literature in 

order to validate V6.2.5. In this study, additional simulations using V6-IBM and V6-OC 

are also performed to obtain benchmark data to validate V6.2.5. The initial validations 

are performed for steady and unsteady laminar flows at Re = 40 and 200, respectively.  
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Effects of the grid resolution and the domain size on the steady laminar flow are 

discussed in terms of the boundary layer grid. The validations of V6.2.5 are also 

presented for turbulent flows past a circular cylinder. Numerical simulations are 

performed by V6.2.5 with large eddy simulation turbulence modeling for single-phase 

flows at Re = 3900, 5×105, and 1×106, and two-phase flows at Fr = 0.2, 0.8, and 1.64. 

Those Reynolds numbers and Froude numbers are based on the cylinder diameter, the 

free stream velocity, and water kinematic viscosity. Those turbulent flows have been 

chosen for the current validation studies because relatively many detailed benchmark 

results are available from both experimental measurement and numerical simulations in 

the literature. This study also analyzes effects of the grid resolution, Re, and the free 

surface on the turbulent flows. 

Outline 

Chapter 2 discusses the mathematical models and numerical methods 

implemented in V6-IBM, V6-OC, and V6.2.5. Chapter 3 shows validation results of 

V6.2.5 about single-phase flows past a circular cylinder. The flow behavior varied by Re 

is also overviewed. Chapter 4 presents validation results of V6.2.5 about two-phase flows 

past a circular cylinder. Chapter 5 shows overall conclusions and future work. 
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Table 1.1 Summary of numerical simulations 

Geometry Fr Re Solver Results 

circular cylinder 

single-phase flow 
- 

40 

V6-IBM • steady recirculation 

• unsteady vortex shedding 

• comparison with V6-IBM, 

V6-OC, and experimental 

and numerical results in the 

literature 

• effects of boundary layer grid 

resolution and domain size 

V6-OC 

V6.2.5 

200 

V6-IBM 

V6-OC 

V6.2.5 

3900 

V6-IBM • LES of turbulent flows 

• comparison with V6-IBM, 

V6-OC, and experimental 

and numerical results in the 

literature 

• effects of grid resolution 

• effects of Re 

V6-OC 

V6.2.5 

5×105 

V6.2.5 
1×106 

circular cylinder 

two-phase flow 

0.20 
2.70×104 

V6.2.5 

• LES of turbulent flows 

• computation of free surfaces 

• comparison with 

experimental and numerical 

results in the literature 

• effects of free surfaces 

0.80 

1.64 4.58×105 

 
  



www.manaraa.com

 

8 
 

CHAPTER 2 

COMPUTATIONAL METHODS 

 

2.1 Cartesian Grid Solver 

CFDShip-Iowa version 6 is recently developed as a flow solver based on a 

combined sharp interface immersed-boundary/level-set Cartesian grid method for the 

large eddy simulations (LES) of three-dimensional two-phase flows interacting with 

moving bodies (Yang and Stern, 2009). The second-order direct forcing, sharp interface 

immersed boundary method in Yang and Balaras (2006) is used to treat both stationary 

and moving bodies. The fluid-fluid interface is captured using a high-order level-set 

method with third-order TVD (Total Variation Diminishing) Runge-Kutta and fifth-order 

HJ (Hamilton-Jacobi) WENO (Weighted Essentially Non-Oscillatory) schemes. The 

ghost-fluid method (Kang et al., 2000; Liu et al., 2000) is adopted to treat jump 

conditions across the fluid-fluid interfaces, where the density keeps its sharp jump while 

the viscosity is smoothed over a transition band by the smoothed Heaviside function. 

2.1.1 Mathematical Models 

CFDShip-Iowa version 6 solves Navier-Stokes equations in an inertial reference 

frame, by which incompressible viscous flows of two immiscible fluids, e.g. air and 

water, are governed: ���� � � · 
� � 1 
 · ���� � �� � � (2.1) 


 · � � 0 (2.2) 

where t is the time, u is the velocity vector, p is the pressure, I is the unit diagonal tensor, 

ρ is the density, g represents the gravity acceleration, and T is the viscous stress tensor 

defined as 

T = 2µS (2.3) 

with µ the dynamic viscosity and S the strain rate tensor given by 
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� � 12 �
� � �
���� (2.4) 

where the superscript T represents transpose operation. 

Interfaces between two immiscible fluids are defined as the zero level set of a 

signed distance function, �, or the level-set function. The level-set function is advanced 

by its evolution equation (Osher and Sethian, 1988): ���� � �� · 
�� � 0 (2.5) 

The reinitialization equation (Sussman et al., 1994) for the level-set function is iteratively 

solved to keep � as a signed distance function in the course of its evolution: ���� � ������|
�| � 1� � 0 (2.6) 

where τ is the pseudo-time for the iteration and ����� is the numerically smeared-out 

sign function: 

����� � �� ��! � �∆#�! (2.7) 

with �� the initial value of � and ∆h a small amount, usually the grid cell size, to smear 

out the sign function. 

Each phase of constant density and viscosity can be easily defined by the level-set 

function in the computational domain, and sharp jumps of the fluid properties occur at the 

phase interface. For simplicity and efficiency, the density keeps its sharp jump, whereas 

the viscosity is smoothed over a transition band across the interface in this study: 

 � $ � �% � $�&��� 

' � '$ � �'% � '$�&(��� 
(2.8) 

where the subscripts G and L represent gas and liquid phase, respectively. The stepwise 

Heaviside function is defined as: 

&��� � )1 if � , 00 if � - 0. (2.9) 

The smoothed Heaviside function (Sussman et al., 1994) is 
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&(��� � / 1 if � 0 112 21 � �1 � 13 456 73�1 89 if |�| : 10 if � - �1. (2.10) 

where ε is the transition band where the viscosity is smoothed. In this study, the level-set 

function is defined as negative in the air and positive in the water. 

Since the fluids considered here are viscous and no phase change occurs, the 

velocity across the interface is continuous: 

[u] = 0 (2.11) 

where [·] indicates the jump at the interface, i.e., fL
I – fG

I for a variable f with the 

superscript I denoting interface. 

The exact jump condition for stress is 

;< · =��� � '�
� � �
����> · <? � @A (2.12) 

where σ is the coefficient of surface tension, n is the unit normal vector to the interface, 

and κ is the local curvature on the interface. Those geometric properties can be estimated 

readily from the level-set function: 

< � 
�|
�| (2.13) 

A � 
 · 7 
B|
�|8 (2.14) 

The gravity term can be removed from Eq. (2.1) by incorporating the gravity into 

the jump condition as 

;< · =��C� � '�
� � �
����> · <? � @A � ��D · � (2.15) 

where pd represents the dynamic pressure (for simplicity, p is used hereafter), [ρ] is the 

density jump at the interface, and X is the position vector normal to the reference plane of 

zero hydrostatic pressure. 

With a continuous viscosity and velocity field, the stress jump conditions Eq. 

(2.12) reduce to 



www.manaraa.com

 

11 
 

��� � �%E � �$E � �@A � ��D · � (2.16) 

In the LES approach adopted into CFDShip-Iowa version 6, the Navier-Stokes 

equations are spatially filtered such that the large, energy carrying eddies are resolved 

and the small-scale, dissipative eddies are modeled by a subgrid-scale (SGS) model. The 

following equations can be obtained after applying the filter operation to Eqs. (2.1) and 

(2.2): ��F�� � �F · 
�F � � 1 
�G � 1 
 · �'�
�F � �
�F���� � 
 · �G (2.17) 


 · �F � 0 (2.18) 

Note that the gravity acceleration is not included in Eq. (2.17) and it is assumed that the 

gravity term is incorporated into the jump condition for the stress, Eq. (2.16). HG denotes 

the filter operation on a variable f, �G � ����������� � ���������������� is the SGS stress tensor, whose 

deviatoric part is parametrized by following the Smagorinsky procedure (Smagorinsky, 

1963) as: 

�G � 13 �JKLM��G�� � �2NO�F (2.19) 

The turbulent eddy viscosity is defined as 

NO � PΔ!|�F| and |�F| �  2�F · �F (2.20) 

The model parameter C in the eddy viscosity definition (2.20) has to be determined to 

close the equations. In CFDShip-Iowa version 6, the Lagrangian dynamic SGS model 

(Meneveau et al., 1996) is used as it can handle complex geometries without the 

requirement of homogeneous direction(s). Therefore, Eq. (2.17) can be rewritten as the 

following form ��F�� � �F · 
�F � � 1 
�G � 1 
 · �'�
�F � �
�F���� � 
 · �NO�
�F � �
�F���� (2.21) 

with the trace of SGS stress tensor incorporated into �G. 
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2.1.2 Numerical Methods 

A finite difference method is used to discretize the Navier-Stokes equations on a 

non-uniform staggered Cartesian grid, in which three components of velocity (u, v, w) in 

the x, y, and z directions are defined at centers of cell faces normal to their own 

directions and all other variables (p, �, ρ, µ, νt) are defined at cell centers. Fig. 2.1 shows 

the staggered arrangement of the variables on a two-dimensional x-y grid. 

A four-step fractional-step method (Choi and Moin, 1994) is employed for 

velocity-pressure coupling, in which a pressure Poisson equation is solved to enforce the 

continuity equation. For time advancement, a second-order semi-implicit scheme is 

adopted to integrate the momentum equations with the second-order Crank-Nicolson 

scheme for the diagonal viscous terms and the second-order Adams-Bashforth scheme for 

the other viscous terms and the convection terms. The processes in the four-step 

fractional-step method are as follows: 

1. Predictor:  �RS � �ST∆� � 12 =3UST � USTVW> � 12 =PSTX! � PST> � ZJK[S��T� (2.22) 

2. First corrector:  �S\ � �RS∆� � ZJK[S��T� (2.23) 

3. Pressure Poisson equation:  ��]S ZJK[S��TXW� � 1∆� ��S\�]S  (2.24) 

4. Second corrector:  �STXW � �S\∆� � �ZJK[S��TXW� (2.25) 

where superscript n denotes time step, subscript i = 1, 2, 3 represents i-coordinate, and A 

and C denote terms treated by the Adams-Bashforth and Crank-Nicolson schemes, 

respectively, i.e., 
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^ � ��F · 
�F � 1 
 · �'�
�F��� � 
 · �NO�
�F��� (2.26) 

_ � 1 
 · �'�
�F�� � 
 · �NO�
�F�� (2.27) 

�RS and �S\ are the first and second intermediate velocities, respectively. Gradi(p) is a 

pressure gradient term defined at the center of a cell face (collocated with ith velocity 

component). The surface tension and gravity terms do not appear in Eq. (2.22) explicitly 

since they are incorporated into the pressure gradient term Gradi(p) through the jump 

condition across the interface. For instance, as shown in Fig. 2.2, the following definition 

of the pressure gradient in the x direction can be used to implement the jump condition 

given by Eq. (2.16): 

ZJK[`���SXW !⁄ ,c � 1RSXW !⁄ ,c
=�SXW,c � ���&SXW,c> � =�S,c � ���&S,c>∆]   

� 1RSXW !⁄ ,c
=�SXW,c � �S,c> � ���=&SXW,c � &S,c>∆]  (2.28) 

where H is the Heaviside function defined in Eq. (2.9), the pressure jump across the 

interface between cell centers (i, j) and (i + 1, j) is based on Eq. (2.16): 

��� � �@AE � ��=]Ed` � eEdf � gEdh> (2.29) 

with (xI, yI, zI) the interface position vector normal to the reference piezometric plane. 

The cell face density is defined as 

RSXW !⁄ ,c � %iSXW !⁄ ,c � $=1 � iSXW !⁄ ,c> (2.30) 

with 

iSXW !⁄ ,c �
jkk
l
kkm

1 if �S,c , 0 and �SXW,c , 00 if �S,c - 0 and �SXW,c - 0�S,cq�S,cq � q�SXW,cq if �S,c , 0 and �SXW,c - 0
�SXW,cq�S,cq � q�SXW,cq if �S,c - 0 and �SXW,c , 0

. (2.31) 
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It is evident from the definition of the Heaviside function H that Eqs. (2.28) and (2.30) 

recover their usual one-fluid forms when the cell centers (i, j) and (i+1, j) are in the same 

phase, i.e. either air or water. 

To solve Eq. (2.22), the convection term and diffusion term have to be 

discretized. An arithmetic mean is used to obtain values of velocity components, density, 

and viscosity at locations where these values are not defined from the neighboring 

collocation points with the exception of the interfacial density as defined by Eq. (2.30). 

The diffusion and convective terms are discretized by the standard second-order central 

difference scheme and a third-order QUICK (Quadratic Upwind Interpolation for 

Convective Kinematics) scheme (Leonard, 1979), respectively. As shown in Fig. 2.3, Φ 

represents a general velocity component, and a different index system (I, J) than that in 

Fig. 2.1 is used to indicate the staggered variable arrangement. Using 
`��Φ� as an 

example, the discretization can be written as 


`��Φ� � 1∆] =sEXW !⁄ ,tΦEXW !⁄ ,t � sEVW !⁄ ,tΦEVW !⁄ ,t> (2.32) 

where U means a cell face advecting u velocity component from an arithmetic mean. 

With an upwind procedure, the right side cell face flux, ΦI+1/2,J, can be evaluated using 

the QUICK scheme as follows: 

ΦEXW !⁄ ,t � /18 =�ΦEVW,t � 6ΦE,t � 3ΦEXW,t> if sEXW !⁄ ,t , 018 =�ΦEX!,t � 6ΦEXW,t � 3ΦE,t> if sEXW !⁄ ,t - 0. (2.33) 

on a uniform grid. Lagrangian polynomial interpolation can be used to obtain the non-

constant coefficients in the above equation for non-uniform grids. 

To invert the momentum equations due to the implicit treatment of the diagonal 

viscous terms, the approximate factorization method (Beam and Warming, 1976) is used. 

Eq. (2.22) can be rewritten in the following form: 

21 � ∆� 
 · �'
�9 �RS � �ST � ∆��w&��ST (2.34) 



www.manaraa.com

 

15 
 

where (RHS)i
n includes all terms evaluated explicitly in Eq. (2.22). In order to illustrate 

the factorization method, a uniform grid is used and terms due to SGS stresses are not 

included in Eq. (2.34). With the approximate factorization method, the above equation 

can be expressed as: 

21 � ∆� ��] 7' ��]89 21 � ∆� ��e 7' ��e89 21 � ∆� ��g 7' ��g89 �RS 
(2.35) � �ST � ∆��w&��ST 

A splitting error of order O(∆t3) is introduced into the system in this factorization 

procedure, which does not affect the second-order temporal accuracy of the overall 

algorithm. 

The pressure Poisson equation, Eq. (2.24), is discretized using a standard second-

order central-difference scheme. On a staggered grid, the right-hand side of Eq. (2.24) 

can be computed readily using the cell face velocity components. The left-hand side can 

be discretized by applying the divergence operator to Eq. (2.28) (Liu et al., 2000). In the 

x direction of a uniform grid, 1∆] ZJK[`��TXW�SXW!,c � 1∆] 1RSXW !⁄ ,c
=�SXW,cTXW � �S,cTXW> � ���=&SXW,c � &S,c>∆]  

(2.36) 
 � 1�∆]�! �SXW,cTXW � �S,cTXWRSXW !⁄ ,c � ����∆]�! &SXW,c � &S,cRSXW !⁄ ,c  

where the second term due to the pressure jump condition is moved to the right-hand side 

of the pressure Poisson equation. Since the level set function is solved before the pressure 

Poisson equation, the position and curvature of the interface and then the pressure jumps 

through the interface can be computed in advance. Thus, re-evaluation of the right-hand 

side is not necessary. 

The level-set evolution and reinitialization equations are solved using third-order 

TVD Runge-Kutta scheme (Shu and Osher, 1988) for the time advancement and fifth-

order HJ-WENO scheme (Jiang and Peng, 2000) for the spatial discretization. The local 

(narrow band) level-set method by Peng et al. (1999) is used to identify a narrow band of  
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several grid cell widths around the zero level set at each time step, where the level set 

evolution and reinitialization equations are solved. Due to the narrow band method, the 

additional solution of the level-set function with the current high order schemes does not 

pose a significant overhead to CFDShip-Iowa version 6. 

A sharp interface immersed boundary method by Yang and Balaras (2006) is used 

to treat an immersed body on a non-uniform Cartesian grid. In this approach, the grid 

generation for complex geometries is trivial since the requirement that the grid points 

coincide with the boundary, which is imperative for body-fitted methods, is relaxed; 

while the solution near the immersed boundary is reconstructed using momentum forcing 

in a sharp-interface manner. Since the detailed procedure is given in Yang and Balaras 

(2006), and Yang and Stern (2009), the overview is summarized here. 

The first step is to establish the grid-interface relation with a given immersed 

boundary description, such as parametrized curve/surface or triangulation. In this step, all 

Cartesian grid nodes are split into three categories shown in Fig. 2.4: (1) fluid-points, 

which are points in the fluid phase; (2) forcing points, which are grid points in the fluid 

phase with one or more neighboring points in the solid phase; (3) solid-points, which are 

points in the solid phase. CFDShip-Iowa version 6 is applied to all grid points without 

distinguishing fluid, forcing, or solid points. The effect of the immersed boundary on the 

flow is mimicked by introducing a discrete forcing function to the momentum equation, 

Eq. (2.22). A provisional velocity field �xS for the first intermediate velocity is �RS solved 

first with all terms treated by the Crank-Nicolson scheme in Eq. (2.22) using the explicit 

forward Euler scheme; then the discrete forcing function is evaluated by substituting �xS 
with �y (Kim et al., 2001). The velocity �y is computed by a linear interpolation scheme 

given in Yang and Balaras (2006). In the linear interpolation scheme, an interpolation 

stencil is setup for a forcing point by three points: the projection of the forcing point onto 

the interface (point 1 in Fig.2.4) and two neighboring fluid points (points 2 and 3 in 

Fig.2.4). The provisional velocity is used for points 2 and 3. Point 1 uses the local  
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velocity of the immersed body that is already known from the prescribed or predicted 

motion 

The time step ∆t is restricted by the CFL (Courant-Friedrichs-Lewy) condition, 

gravity, and surface tension. With a CFL restriction of 0.5, the following relationship can 

be established as discussed in Kang et al. (2000). 

∆� : 0.5 |
}P~y� � �=P~y�>! � 4=Z~y�>! � 4=�~y�>!

2 �
�

VW
 (2.37) 

with the convective time step restriction 

P~y� � �K] �|�|∆] � |�|∆e � |�|∆g � (2.38) 

the time step restriction due to gravity 

Z~y� � �|d`|∆] � qdfq∆e � |dh|∆g  (2.39) 

and the time step restriction due to surface tension 

�~y� � � @|A|$=�56�∆], ∆e, ∆g�>! (2.40) 

One of the major objectives of the development of CFDShip-Iowa version 6 is to 

make use of the on-coming petascale computers and provide fast turnaround for 

simulation-based design in ship hydrodynamics. Efficiency and sustainable development 

of the solver are among the major considerations in the software design. Modern 

programming language Fortran 95 is chosen and a modulized approach is followed for 

the code development. 

The simple topologic structure of Cartesian grids is favorable for coarse-grain 

parallelization. The parallelization is done via a domain decomposition technique using 

the Message Passing Interface (MPI) library. A simple domain decomposition technique 

is used in CFDShip-Iowa version 6 where the Cartesian grid is divided into uniform  
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pieces, each of which resides in one processor. Optimal load balance can be achieved 

except for a small amount of overhead due to interface and immersed boundary 

treatment, which may be unevenly distributed over processors. 

A parallel tri-diagonal system solver is used with the approximate factorization of 

momentum equations, no iterations are needed for the inversion of the momentum 

equations. For the pressure Poisson equation, a highly efficient, scalable multigrid-

preconditioned Krylov subspace solver from PETSc has been included in the code. 

Usually, the Poisson solver takes most of the CPU time in a single time step. 

Parallel I/O based on MPI 2 is implemented. Instead of the usual approaches that 

one process collects all data from all processes and write to one file, or, each process 

write its data to its own file, in the current approach all processes write its data to one 

single file, which is highly scalable and can greatly simplify the I/O operation and 

minimize the post-processing overhead. 

2.2 Orthogonal Curvilinear Grid Solver 

The original CFDShip-Iowa version 6 has been extended into orthogonal 

curvilinear coordinate system (ξ1, ξ2, ξ3) by Suh et al. (2011). The CFD solver is currently 

developed as CFDShip-Iowa version 6.2. All governing equations are expressed in the 

orthogonal curvilinear coordinate system. The momentum equations solve the 

contravariant velocity components �S (i = 1, 2, 3) in the directions of ξ1, ξ2, and ξ3, 

respectively. Since the computational domain is discretized by an orthogonal curvilinear 

grid fitted to the body shape, the immersed boundary method of CFDShip-Iowa version 6 

is no longer needed and the no-slip condition on the body surface has been adopted. 

2.2.1 Mathematical Models 

The governing equations in CFDShip-Iowa version 6.2 are the unsteady, three-

dimensional, incompressible Navier-Stokes equations written in the orthogonal 

curvilinear coordinate system: 
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 ��S�� � 
���;�S�c? � 1 
���;�Sc? 

(2.41) � � 1 �����5� � dS � &c�5� 2�c�c � �Sc 9 � &S��� 2�S�c � �Sc 9 

�5���S� � 0 (2.42) 

where gi (i = 1, 2, 3) is the gravity vector in the direction of the orthogonal curvilinear 

coordinate ξi, ρ the density, p the pressure, and t the time. In addition, 

&S��� � 1#S#c
�#S��c (2.43) 


�5��·� � 1� ���S 27 �#S89 (2.44) 

and ∂ξ(i) = hi∂ξi and hi = ∂xi/∂ξi with xi a Cartesian coordinate following Pope (1978). 

The Jacobian of the coordinate transformation is defined as J = hihjhk,. The viscous stress 

tensor τij is defined as follows: 

�Sc � ' � ��S����� � ��c���5� � �S&S��� � �c&c�5� � 2��&S����Sc� (2.45) 

where µ is the dynamic viscosity and δij is the Kronecker delta function. 

The fluid-fluid interface is tracked as the zero level set of the level-set function. 

The level-set function is evolved by the following equation: ���� � �S �����5� � 0 (2.46) 

The reinitialization equation (Sussman et al., 1994) is iteratively solved to keep the level-

set function as a signed distance function. 

Like CFDShip-Iowa version 6, the density and viscosity are defined according to 

the level-set function, and sharp jumps of the fluid properties occur at the interface. Thus, 

the density keeps its sharp jump while the viscosity is smoothed over a transition band 

across the interface. 

In order to handle fully inhomogeneous turbulence, Suh et al. (2011) adopted the 

Lagrangian dynamic SGS model based on Sarghini et al. (1999) as it averages the model  
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coefficient along the flow pathline (Meneveau et al., 1996). In this LES approach, the 

Navier-Stokes equations are spatially filtered so that the large, energy-carrying eddies are 

resolved while the small-scale, dissipative eddies are modeled by the SGS model. The 

following equations can be obtained after applying the filter operation to Eq. (2.41): ���S�� � 
���;��S��c? � 1 
���;�GSc? � 1 
���;�̃Sc? 
(2.47) � � 1 ��G���5� � dS � &c�5� 2��c��c � �GSc � �̃Sc9 � &S��� 2��S��S � �GSc � �̃Sc9 

with �GSc � '�GSc and �̃Sc � NO�̃Sc with νt the turbulent eddy viscosity, respectively. 

2.2.2 Numerical Methods 

CFDShip-Iowa version 6.2 implements the same numerical methods as those of 

CFDShip-Iowa version 6. Therefore, a finite-difference method is used to discretize the 

governing equations on a non-uniform staggered orthogonal grid. The contravariant 

velocity components are defined at centers of cell faces in their orthogonal curvilinear 

coordinate directions. All other variables are defined at cell centers. A semi-implicit time 

advancement scheme is used to integrate the momentum equations with the second-order 

Crank-Nicolson scheme for the diagonal viscous terms and the second-order Adams-

Bashforth scheme for other terms. A four-step fractional-step method (Choi and Moin, 

1994) is employed for velocity-pressure coupling, in which a pressure Poisson equation is 

solved to enforce the continuity equation. 

The convective terms are discretized using the fifth-order Hamilton-Jacobi 

Weighted-ENO (HJ-WENO) scheme (Jiang and Peng, 2000). The other terms are 

discretized using the second-order central difference scheme. A semi-coarsening 

multigrid solver from the HYPER library (Falgout et al., 2006) is used to solve the 

pressure Poisson equation. 

Both the level-set evolution and reinitialization equations are solved using the 

third-order TVD Runge-Kutta scheme (Shu and Osher, 1988) for time advancement and  
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the fifth-order HJ-WENO scheme (Jiang and Peng, 2000) for spatial discretization. The 

local level-set method by Peng et al. (1999) defines a narrow band around the fluid-fluid 

interface, in which the level-set and reinitialization equations are solved. 

2.3 Coupled Orthogonal Curvilinear/Cartesian Grid Solver 

CFDShip-Iowa version 6.2.5 is a coupled orthogonal curvilinear/Cartesian grid 

solver based on CFDShip-Iowa version 6, a Cartesian grid solver, and CFDShip-Iowa 

version 6.2, an orthogonal curvilinear grid solver, both of which are for LES of two-

phase incompressible flows as discussed above. CFDShip-Iowa version 6.2.5 requires 

two grid blocks: a thin orthogonal boundary layer grid to resolve a boundary layer on a 

body surface and a Cartesian background grid to compute the flow region out of the 

boundary layer grid. Then CFDShip-Iowa version 6.2.5 applies CFDShip-Iowa version 

6.2 and CFDShip-Iowa version 6 into the boundary layer grid and the Cartesian 

background grid, respectively. Those solvers are coupled by the grid connectivity 

information given by Structured, Unstructured, and Generalized overset Grid AssembleR 

(SUGGAR) code (Noack, 2005). 

2.3.1 Mathematical Models 

Since CFDShip-Iowa version 6.2.5 executes CFDShip-Iowa version 6 and 

CFDShip-Iowa version 6.2 simultaneously, the coupled solver solves the continuity 

equations and the momentum equations in a Cartesian coordinate system and an 

orthogonal curvilinear coordinate system, i.e. Eqs. (2.1), (2.2), (2.41), and (2.42). 

The interface between two immiscible fluids is defined as the zero level set of the 

level-set function. The level-set function is advanced by the evolution equations: Eq. 

(2.5) and Eq. (2.46). The reinitialization equations written in the Cartesian coordinate 

system and the orthogonal curvilinear coordinate system are iteratively solved to keep the 

level-set function as a signed distance function. Each phase of the constant density and 

viscosity is defined according to the level-set function. 
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Since CFDShip-Iowa version 6.2.5 implements an LES method in each solver, the 

Navier-Stokes equations in both of the solvers are spatially filtered such that the large, 

energy-carrying eddies are resolved while the small-scale, dissipative eddies are modeled 

by an SGS model. The Smagorinsky model (Smagorinsky, 1963) is used to model the 

SGS stress tensor in Eq. (2.17) and Eq. (2.47). The model parameter, such as C in Eq. 

(2.20), is determined as a constant in CFDShip-Iowa version 6.2.5 because it was found 

that evaluation of the parameter by a dynamic model leads to large differences in the 

turbulent eddy viscosity across the overlapping region due to the secondary filtering 

(Bhushan et al., 2011). In this study, the model parameter is equal to 0.03. 

2.3.2 Numerical Methods 

The numerical methods in CFDShip-Iowa version 6.2.5 are the same as those in 

its component solvers, i.e. CFDShip-Iowa version 6 and CFDShip-Iowa version 6.2. A 

finite difference method is used to discretize the governing equations on the overlapping 

non-uniform staggered grids. The four-step fractional-step method of Choi and Moin 

(1994) is employed for velocity-pressure coupling, in which pressure Poisson equation is 

solved to enforce the continuity equation. A semi-implicit time advancement scheme is 

adopted to integrate the momentum equations with the second-order Crank-Nicolson 

scheme for the diagonal viscous terms and the second-order Adams-Bashforth scheme for 

the other viscous terms and the convection terms. The diffusion terms are discretized by 

the standard second-order central difference scheme. The convective terms are 

discretized by the third-order QUICK scheme (Leonard, 1979) in both the curvilinear 

grid solver and the Cartesian grid solver because the overset interpolation in CFDShip-

Iowa version 6.2.5 give the boundary conditions onto two grid layers, as discussed later. 

Both the level-set evolution and reinitialization equations are solved using the 

third-order TVD Runge-Kutta scheme (Shu and Osher, 1988) for the time advancement 

and the third-order QUICK scheme for the spatial discretization due to the same reason as 

the momentum equations. The local level-set method by Peng et al. (1999) is used to  
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identify a narrow band of several grid cell widths around the fluid-fluid interface at each 

time step, in which the level-set and the reinitialization equations are solved. 

Fig. 2.5 (a) shows a boundary layer grid overlapping with a Cartesian background 

grid for CFDShip-Iowa version 6.2.5 simulation of flow past a circular cylinder. As 

shown in Fig. 2.5 (a), the whole boundary layer grids are included inside the Cartesian 

background grids for all the CFDShip-Iowa version 6.2.5 simulations. The grid 

connectivity information is obtained by three overset grid assembly processes performed 

by the SUGGAR code, an overset grid assembly program originally designed for moving 

body simulations. At the beginning of the processes, the SUGGAR code identifies hole 

points within the grids, which are excluded from the numerical computations. In Fig. 2.5 

(b), the Cartesian grid points highlighted by green become the hole points because they 

are inside the boundary layer grid or the circular cylinder. The next step in the overset 

grid assembly process is identification of fringe points which receive flow variables 

interpolated from other grids. Once all the fringe points are specified, the final step 

searches donor points which interpolate the flow variables to the corresponding fringe 

points and identifies the interpolation weights of the donor points. Fig. 2.5 (b) and (c) 

show the fringe points (blue) and active points (red) on which the governing equations 

are solved. The fringe points provide the Dirichlet boundary conditions that the 

component solvers of CFDShip-Iowa version 6.2.5 use. The details of the overset grid 

assembly process in the SUGGAR code are described in Noack (2005). 

Fig. 2.6 shows the overall solution strategy in CFDShip-Iowa version 6.2.5. Since 

the current study handles only flow problems with static bodies, it is sufficient that the 

SUGGAR code is executed before the numerical simulations. The grid connectivity 

information specifies which grid point is the hole, fringe, or active point, and what the 

interpolation weights of the donors are, as described above. The grid connectivity 

information is written in a file which CFDShip-Iowa version 6.2.5 reads together with the 

input data necessary for the simulation. Since both CFDShip-Iowa version 6 and  
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CFDShip-Iowa version 6.2 perform the domain decompositions using the MPI library, 

CFDShip-Iowa version 6.2.5 splits all the processors into the solvers which are executed 

simultaneously. Since both of the solvers have the same numerical methods, the overset 

interpolation can be performed in a straightforward manner; each flow variable is 

interpolated after it is solved by the governing equations. For the velocity components, 

the interpolation is also done for the intermediate velocities in the predictor step and the 

first corrector step of the four-step fractional-step method to obtain the smooth velocity 

distribution across the overlapping part of the grid blocks. 

The overset interpolation in CFDShip-Iowa version 6.2.5 is performed for the 

variables at the centers of the cells. Therefore, the velocity components at the cell centers 

need to be calculated from those at the centers of the cell faces which are solved by the 

momentum equations. Moreover, CFDShip-Iowa version 6.2 incorporated in CFDShip-

Iowa version 6.2.5 as the curvilinear grid solver computes the contravariant velocity 

components along the curvilinear coordinate system (ξ, η, ζ). Those contravariant 

velocity components have to be transformed into those in the Cartesian coordinate system 

(x, y, z) before the overset interpolation. The contravariant velocity components (u, v, w) 

at the cell centers are obtained by the arithmetic mean. Then, the velocity components 

can be transformed into those (U, V, W) along (x, y, z) as 

� s��� �
���
���
��]�� �]�� �]���e�� �e�� �e���g�� �g�� �g�����

���
�

����� (2.48) 

Similarly, 
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����� �
���
���
����] ���e ���g���] ���e ���g���] ���e ���g���

���
�

� s��� (2.49) 

The matrix elements in Eq. (2.49) are defined as ���] � 1� 7�e�� �g�� � �e�� �g��8  

���e � � 1� 7�]�� �g�� � �]�� �g��8  

���g � 1� 7�]�� �e�� � �]�� �e��8  

���] � � 1� 7�e�� �g�� � �e�� �g��8  

���e � 1� 7�]�� �g�� � �]�� �g��8 (2.50) 

���g � � 1� 7�]�� �e�� � �]�� �e��8  

���] � 1� 7�e�� �g�� � �e�� �g��8  

���e � � 1� 7�]�� �g�� � �]�� �g��8  

���g � 1� 7�]�� �e�� � �]�� �e��8  

where 

� � �]�� �e�� �g�� � �]�� �e�� �g�� � �]�� �e�� �g�� 

(2.51) � �]�� �e�� �g�� � �]�� �e�� �g�� � �]�� �e�� �g�� 

To satisfy mass conservation across the overlapping grid region, a pressure 

Poisson equation is solved in a strongly coupled manner using the PETSc toolkit (Balay 

et al., 2012). In this strong coupling of the pressure Poisson equation, the pressure  
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Poisson equations and the overset interpolation equations are encompassed from both 

CFDShip-Iowa version 6 and CFDShip-Iowa version 6.2 and solved together by an 

iterative method. Therefore, both the continuity equation and the overset interpolation 

relation are satisfied in both of the CFD solvers. In the coupled pressure Poisson 

equation, the left hand side (LHS) matrix consists of 1-point stencils for the hole points, 

9-point stencils for the fringe points, 7-point stencils for the active points shown in Fig. 

2.5. The LHS matrix is assembled only at the first time step as the grids are static, 

whereas the right hand side (RHS) vector is updated at every time step. 

The pressure Poisson equation at the active points in Fig. 2.5 is expressed as 

∆� 2 ��] ZJK[`��TXW� � ��e ZJK[f��TXW� � ��g ZJK[h��TXW�9 
(2.52) � ∆�∆� 7���] � ���e � ���g 8 

where ∆V is the volume of the cell and P(n+1) is the pressure at time step (n+1). For a non-

uniform Cartesian grid, the pressure gradients are computed as below: ��] ZJK[`��TXW� (2.53a) 

� 1SXW!
1∆]SXW!�  ¡  ¢£WW

�SXW,c,¤ � ¥ 1SXW!
1∆]SXW! � 1SVW!

1∆]SVW!¦�        ¡        ¢§W
�S,c,¤ � 1SVW!

1∆]SVW!�  ¡  ¢£W!
�SVW,c,¤  

��e ZJK[f��TXW� (2.53b) 

� 1cXW!
1∆ecXW!�  ¡  ¢£!W

�S,cXW,¤ � ¥ 1cXW!
1∆ecXW! � 1cVW!

1∆ecVW!¦�        ¡        ¢§!
�S,c,¤ � 1cVW!

1∆ecVW!�  ¡  ¢£!!
�S,cVW,¤  

��g ZJK[h��TXW� (2.53c) 

� 1¤XW!
1∆g¤XW!�  ¡  ¢£¨W

�S,c,¤XW � ¥ 1¤XW!
1∆g¤XW! � 1¤VW!

1∆g¤VW!¦�        ¡        ¢§¨
�S,c,¤ � 1¤VW!

1∆g¤VW!�  ¡  ¢£!!
�S,c,¤VW  
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where the diagonal component of the LHS matrix is D = ∆V(D1 + D2 + D3), and six 

non-zero coefficients C1 ~ C6 of the matrix are ∆V*C11, ∆V*C12, ∆V*C21, ∆V*C22, 

∆V*C31, and ∆V*C32, respectively. The LHS matrix for the orthogonal curvilinear grid 

solver is obtained similarly. The pressures at the fringe points are interpolated as: 

�S,c,¤ � �1 © �CW � �2 © �C! � �3 © �C¨ � �4 © �Cª 
(2.54) ��5 © �C« � �6 © �C¬ � �7 © �C® � �8 © �C¯ 

where (i, j, k) is the fringe point index, d1 ~ d8 represent the donor points, and W1 ~ W8 

are the interpolation weights of the donor points. At the hole points: 

�S,c,¤ � 0 (2.55) 

Then, the LHS matrix and the RHS vector are assembled as below: 

      Fluid´ Overset´Blanked´      Fluid´Overset´ ���
���
�� ½C1..C2..C3..D..C4..C5..C6…….…..1…………….…..1…………
ÁÂÂÂÂÂÂÂÂÃÂÂÂÂÂÂÂÂÄCartesian ……..0…………½‐W1..‐W2……..‐W7..‐W8….……..0………………..0…………½‐W1..‐W2……..‐W7..‐W8…. ½C1..C2..C3..D..C4..C5..C6…….…..1…………�        ¡        ¢Orthogonal Curvilinear ���

���
��

�                   ¡                   ¢LHS
���
�� PFluidPOversetPBlankedPFluidPOverset ���

��
 

� ���
��div�u�00div�u�0 ���

��
� ¡ ¢RHS

 (2.56) 

The above linear system is solved using Krylov subspace based GMRES iterative method 

with ASM preconditioner. 
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Figure 2.1 Arrangement of variables on staggered Cartesian grid  
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Figure 2.2 Schema of the jump condition treatment for the case Hi,j = 1 and Hi+1,j  = 0 
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Figure 2.3 Schema of the QUICK scheme for the convection terms  
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Figure 2.4 Grid-interface relation and the interpolation stencil for uf (point 1, 2, and 3): ○ 
solid points; □ fluid points; ∆ forcing points  
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Figure 2.5 Overset grids for flow past a circular cylinder: (a) Overset grid configuration; 
(b) active points (red), fringe points (blue), and hole points (green) in the Cartesian 
background grid; (c) active points (red) and fringe points (blue) in the boundary layer 
grid 
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Figure 2.6 Solution strategy of coupled orthogonal curvilinear/Cartesian grid solver  
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CHAPTER 3 

NUMERICAL SIMULATIONS OF SINGLE-PHASE FLOWS PAST CIRCULAR 

CYLINDERS 

 

3.1 Introduction 

A flow past a circular cylinder is an ideal case to validate CFDShip-Iowa version 

6.2.5 (V6.2.5) because it involves an orthogonal curvilinear boundary layer grid based on 

cylindrical coordinate system. Since single-phase flows past circular cylinders have been 

extensively studied both experimentally and numerically for several decades due to 

simplicity of its geometry and its importance of engineering application, there are a lot of 

experimental data and numerical results available in the literature for comparison 

purposes. Thus, the viability and accuracy of V6.2.5 are initially investigated by 

considering the single-phase flows past a circular cylinder. 

The single-phase flow past a circular cylinder exhibits vastly different behavior 

depending on Reynolds number (Re = UD/ν) based on free stream velocity (U), the 

cylinder diameter (D), and kinematic viscosity of the fluid (ν) (Williamson, 1996). A 

steady laminar flow exists up to Re ≈ 49 with a pair of symmetric counter-rotating 

vortices attached behind the cylinder. As Re increases, the laminar flow becomes 

unsteady, and periodic Karman vortex shedding appears behind the cylinder. The shear 

layer separating from the cylinder becomes unstable at around Re = 1000, resulting in 

three-dimensional turbulent wake. The flow regime up to Re = 2×105 is referred to as 

subcritical. The subcritical flow involves a thin laminar boundary layer attached on the 

cylinder surface, transition to turbulence after separation of the boundary layer, a 

recirculation region behind the cylinder, and large-scale Karman vortices interacting with 

small-scale vortices along the directions of the flow and the cylinder axis. Between Re = 

2×105 and 4×105, the boundary layer reattaches after the separation and separates again 

further downstream. The resulting separation-reattachment bubble and narrower wake  
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than the laminar case cause drastically decreased drag. Flow regime between Re = 4×105 

and 1×106 is referred to as supercritical. In the supercritical regime, the boundary layer on 

the cylinder surface becomes turbulent prior to the separation (Catalano et al., 2003). The 

boundary layer separates much further downstream and, as a result, the wake is narrower 

than that in the subcritical regime. 

Validations of V6.2.5 are performed for two-dimensional steady (Re = 40) and 

unsteady (Re = 200) laminar flows, and subcritical (Re = 3900) and supercritical (Re = 

5×105 and 1×106) turbulent flows past a circular cylinder because relatively many results 

about those flows have been obtained by either numerical simulations or experimental 

measurement for decades. 

3.2 Numerical Simulations of Two-Dimensional 

Laminar Flows 

Numerical simulations are performed by V6.2.5 to compute two-dimensional 

steady (Re = 40) and unsteady (Re = 200) laminar flows past a circular cylinder. 

Additional numerical simulations are also performed by CFDShip-Iowa version 6 (V6-

IBM) and CFDShip-Iowa version 6.2 (V6-OC) to compare with the V6.2.5 results. The 

numerical results obtained by V6.2.5 are also compared with experimental data and 

benchmark numerical results in the literature. The experimental data available for Re = 

40 include drag coefficient in Tritton (1959) and characteristics of the symmetric counter-

rotating vortices in the wake in Coutanceau and Bouard (1977). The benchmark 

numerical results of the drag coefficient and the characteristics of the recirculation region 

are available from Dennis and Chang (1970), Fornberg (1980), Linnick and Fasel (2005), 

Xu and Wang (2006), and Xu (2008). Distributions of vorticity magnitude and pressure 

on the cylinder surface are predicted and compared with the numerical results in the 

literature, which were obtained by solvers using a body-fitted grid (Braza et al., 1986) 

and an immersed boundary method (IBM) (Xu, 2008). No experimental data is available  
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for Re = 200, but ample numerical results are available in the literature (Braza et al., 

1986; Russell and Wang, 2003; Linnick and Fasel, 2005; Xu and Wang, 2006; Le et al., 

2006; Xu, 2008). 

Simulation conditions for the Re = 40 and 200 cases are summarized in Table 3.1. 

Each simulation has its own case name. For both cases, the size of the Cartesian grid for 

the V6-IBM simulations is -20 ≤ x/D ≤ 20 and -11 ≤ y/D ≤ 11. The domain is discretized 

by 204×260×3 points in the streamwise, transverse, vertical directions, respectively. An 

O-type grid with radius 20D is used for the V6-OC simulations. Three different grid 

resolutions coarse (128×128×3), medium (256×128×3), and fine (512×128×3) in the 

radial direction are taken into account for the simulations at Re = 40. The medium grid is 

used for the Re = 200 case. 

V6.2.5 uses orthogonal curvilinear boundary layer and Cartesian grids to resolve 

the boundary layers on the cylinder and the other region away from the cylinder, 

respectively. In order to investigate the accuracy of V6.2.5, the size and resolution of the 

Cartesian background grid are the same as those used in the laminar simulations by V6-

IBM. For the Re = 40 case, effects of the domain size (0.1D, 0.15D, and 0.2D) and grid 

resolution of the boundary layer grid on the numerical results are studied to identify 

limitation of the boundary layer domain size. As discussed later, boundary layer domain 

size of 0.2D is found to be sufficiently thin for the circular cylinder simulations and will 

be used for the rest of the circular cylinder cases. 

Fig. 3.1 shows X-Y horizontal planes of the grid domains and the boundary 

conditions used by V6-IBM, V6-OC, and V6.2.5. For V6-IBM, uniform inlet and 

convective outlet boundary conditions are specified at I-MIN and I-MAX planes, 

respectively. Slip wall boundary conditions (i.e., zero velocity in the normal direction to 

the face and the Neumann condition for the other directions) are specified at the rest of 

the domain boundaries. A sharp-interface immersed boundary method in Yang and Stern 

(2009) is implemented to achieve the boundary conditions on the wall surface. For V6-  
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OC, no-slip boundary condition is applied to J-MIN plane which is the wall surface. 

Dirichlet inlet boundary conditions with uniform streamwise velocity is specified for 

150° ≤ θ ≤ 210° and convective outlet boundary conditions elsewhere for J-MAX plane 

far away from the wall, where θ is the tangential angle starting from the downstream 

direction. The bottom and top planes are specified as the same slip boundary conditions 

as that for V6-IBM. For V6.2.5, the Cartesian background grid is used to specify the 

inlet, outlet, and slip wall boundary conditions. The boundary layer grid is used to specify 

the no-slip boundary conditions on the wall surface. The Cartesian grid and orthogonal 

curvilinear grid solvers communicate with each other via the overset boundary condition 

at J-MAX plane of the boundary layer grid. 

The boundary conditions described above are used in common by all the 

simulations of flows past a circular cylinder. 

A pair of symmetric counter-rotating vortices behind the cylinder at Re = 40 is 

predicted by all the solvers on all the grids as shown in Fig. 3.2. Table 3.2 summarizes 

characteristics of the recirculation region, separation angle (Θ°) from the trailing edge of 

the cylinder, drag coefficient (CD), and pressure (CD,p) and friction components (CD,f) of 

CD predicted at Re = 40 by the current solvers. Table 3.2 also shows the experimental 

data and the benchmark numerical results of the Re = 40 case in the open literature. The 

characteristics of the recirculation region include its length (L) from the trailing edge and 

location (0.5+a, b/2) of the vortex centers as shown in Fig. 3.3. Fig. 3.3 also shows the 

separation angle from the cylinder trailing edge. The predictions of vorticity magnitude 

(ωs) and pressure (Ps) on the cylinder surface are compared with the benchmark 

numerical results obtained by body-fitted grid (Braza et al., 1986) and IBM (Xu, 2008) 

solvers in Fig. 3.4 and 3.6. 

V6-IBM predicts L, b and CD within 2% of the experimental data, while the 

streamwise location of the vortex centers (a) is underpredicted by 8% and Θ by 5.4%. 

The prediction of Ps compares well with Xu (2008) result which also uses an IBM solver,  
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but the minimum value is lower than that obtained by Braza et al. (1986). The peak ωs is 

underpredicted by 9.6% compared to the benchmark numerical results. V6-OC 

predictions of CD are within 5.5% of the experimental data on all the grids. CD is 

dominated by CD,p which accounts for 65% of the total. The characteristics of the 

recirculation region are predicted within 20%, 13%, and 5.6% of the experimental data by 

40-OC-C, 40-OC-M, and 40-OC-F, respectively. The predictions of Ps show no change 

between all the grids and the results agree very well with that of Braza et al. (1986). The 

peak ωs improves by 1.63% between 40-OC-C and 40-OC-M. Both 40-OC-M and 40-

OC-F results compare very well with that of Braza et al. (1986). 

V6.2.5 overpredicts CD by 6.8% of the experimental data on all the boundary 

layer grids, but the predictions agree very well with the benchmark numerical results. The 

predictions of the recirculation region characteristics and the separation angle do not 

show significant dependence on resolution and size of the boundary layer grid. The 

results are within 6.6% of the experimental data and in good agreement with the 

benchmark numerical results. The predictions of Ps show no significant change by the 

resolution of the boundary layer grid and compare very well with the result of Braza et al. 

(1986). The predictions of ωs improve by 3.07% between 40-CS-C and 40-CS-M and less 

than 1.3% between 40-CS-M and 40-CS-F. The results of 40-CS-M and 40-CS-F 

compare very well with the benchmark numerical results. Both Ps and ωs show no 

significant change by the size of the boundary layer grid. Fig. 3.5 shows the streamwise 

and transverse components of velocity around the circular cylinder at Re = 40. The 

predictions of the flow patterns also present no significant change by the resolution and 

the size of the boundary layer grid. 

Overall, the predictions by V6.2.5 compare well with the experimental data and 

the benchmark numerical results in the literature. As shown in Fig. 3.6, V6.2.5 shows 

10% better predictions of Ps and ωs than those by V6-IBM on the same background grid 

resolution. This indicates that the near-wall region is resolved properly by the boundary  
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layer grids for V6.2.5. The results of V6.2.5 at Re = 40 imply that boundary layer domain 

size of 0.2D is sufficiently thin to resolve the boundary layer. Thus, the boundary layer 

grid size of 0.2D will be used for higher Re circular cylinder flow cases. 

Periodic Karman vortex shedding is predicted by all the solvers for the Re = 200 

case. The V6.2.5 predictions are shown in Fig. 3.7 for demonstration. Table 3.3 

summarizes mean values and fluctuation amplitude of CD and lift coefficient (CL) and 

Strouhal number (St) at Re = 200. Table 3.3 also summarizes benchmark numerical 

results at Re = 200 available in the literature. St compares within 1.5% between the 

solvers and the benchmark numerical results. V6-IBM predicts the mean value and 

amplitude of CD within 5% of the benchmark numerical results, but CL amplitude is over-

predicted by 8.5%. V6-OC predictions of mean CD and the amplitude are underpredicted 

by 9.3% and 2.4%, respectively. The CL amplitude prediction is over predicted by 12%. 

V6.2.5 underpredicts mean CD by 8%. V6.2.5 predicts 2% higher CD amplitude and 

13.6% higher CL amplitude. 

V6.2.5 predictions of CD and CL show up to 13.6% deviation from the benchmark 

numerical results but are in good agreement with the benchmark data. In the time history 

of CD and CL at Re = 200 shown in Fig. 3.8, V6.2.5 and V6-OC unsteady amplitudes 

compare within 3% of predictions by Xu (2008), whereas V6-IBM unsteady amplitudes 

are underpredicted by 6%. 

3.3 Large Eddy Simulations of Turbulent Flow at a  

Subcritical Reynolds Number 

Numerical simulations are performed to compute a turbulent flow past a circular 

cylinder at a subcritical Re = 3900. The turbulent flow in the subcritical Re = 3900 

regime is a well-studied validation case (refer to Kravchenko and Moin (2000) and 

reference therein) and has detailed experimental data and large eddy simulation (LES) 

results. The benchmark data of flow parameters include drag coefficient (CD), base 

pressure coefficient (Cpb), Strouhal number (St), separation angle (θsep) from the cylinder  
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front, length (L) of the mean recirculation region, and minimum streamwise velocity 

(Umin) inside the recirculation region. Those data can be obtained from Kravchenko and 

Moin (2000), Ong and Wallace (1996), Cardell (1993), Son and Hanratty (1969), and 

Hansen and Forsythe (2004). The pressure profile on the cylinder surface is available for 

a slightly higher Re = 4020 originally from Norberg shown in Kravchenko and Moin 

(2000). For Re = 3900, Lourenco and Shih (the data taken from Kravchenko and Moin 

(2000)) provide detailed particle image velocimetry measurement of mean velocity and 

Reynolds stresses in the wake near the cylinder. Ong and Wallace (1996) show hot wire 

measurement of the mean velocity and the Reynolds stresses in the far wake away from 

the cylinder. 

Kravchenko and Moin (2000) compare their own LES results with the 

experimental data and the LES results of Beaudan and Moin (1994), and Mittal and Moin 

(1997). They identify effects of the vertical grid resolution parallel to the cylinder axis on 

the numerical results at the subcritical Re= 3900. This will be discussed later. 

The V6.2.5 results at the subcritical Re are compared with the experimental data 

and the benchmark LES results in the literature. In additional to the V6.2.5 simulations, 

the V6-IBM and V6-OC simulations are also performed at the same Re to analyze the 

accuracy of V6.2.5. For all the solvers, computational grids with different vertical 

resolutions are generated, and the numerical results are compared and analyzed with 

regard to the effects of the vertical grid resolution, especially on Karman vortex shedding 

in the flow. 

Table 3.4 shows the summary of simulation conditions for Re = 3900. The 

domain size for the V6-IBM simulations is -20 ≤ x/D ≤ 20, -20 ≤ y/D ≤ 20, and -3 ≤ z/D 

≤ 3 in the streamwise, transverse, and vertical directions, respectively. In order to analyze 

the effects of the vertical grid resolution, two different grids 288×248×24 and 

288×248×48 are used for 3900-IBM-C and 3900-IBM-M, respectively. The V6-OC 

simulations are performed using O-grids with the radius 20D in the horizontal plane. The  
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domain size in the vertical direction is -3 ≤ z/D ≤ 3. Three different grids consisting of 

1.57M, 3.14M and 12.6M points are used for 3900-OC-C, 3900-OC-M, and 3900-OC-F, 

respectively. Note that 3900-OC-C and 3900-OC-M have different vertical grid 

resolutions. The additional simulation 3900-OC-F is performed to analyze effects of the 

grid resolution in the horizontal directions on the numerical results. 

The Cartesian domain size and grid resolutions for the V6.2.5 simulations are the 

same as those for the V6-IBM simulations, again, in order to investigate the accuracy of 

V6.2.5. The boundary layer grid resolutions for the V6.2.5 simulations 3900-CS-C and 

3900-CS-M correspond to the near-wall resolutions of 3900-OC-C and 3900-OC-M, 

respectively. 

Fig. 3.9 – 3.14 show predictions of the instantaneous flow at Re =3900. Long 

shear layers separating from both sides of the cylinder and the Karman vortex shedding 

are clearly seen in Fig. 3.9 – 3.11. The Karman vortices are affected largely by the 

velocity component in the vertical direction. Fig. 3.12 shows the vertical velocity on the 

center plane of the wake and indicates three-dimensionality of the flow at Re = 3900. The 

unsteady recirculation region in Fig. 3.13 and alternating regions of positive and negative 

transverse velocity corresponding to the Karman vortices in Fig. 3.14 can be clearly 

observed. In addition, 3900-OC-F prediction captures more small structures in the wake 

due to the finer grid resolution far away from the cylinder. 

The instantaneous statistics were accumulated over approximately eight vortex 

shedding cycles (T = 40D/U∞). The flow quantities were also averaged over the vertical 

direction. 

Table 3.5 compares the experimental data and the LES results of CD, Cpb, St, θsep, 

and characteristics of the mean recirculation region, i.e., L, and Umin. Instantaneous 

values of CD shown in Fig. 3.15 (a) were accumulated to obtain the mean value of CD in 

Table 3.5. Fast Fourier transform (FFT) was performed to lift coefficients, and the values 

of St in Table 3.5 were determined as the peak in Fig. 3.15 (b). The predictions of CD and  
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Cpb by V6-IBM show improvement by the grid refinement in the vertical direction. St is 

predicted within 4.7% of the experimental data by both 3900-IBM-C and 3900-IBM-M. 

The predictions of θsep indicate that the boundary layer separates earlier from the cylinder 

surface in 3900-IBM-M, and the prediction by 3900-IBM-M is closer to the experimental 

data. The V6-IBM results show that L increases between 3900-IBM-C and 3900-IBM-M, 

indicating that the increase is due to refinement of the vertical grid resolution. Compared 

to the experimental data, the deviations of L predicted by 3900-IBM-C and 3900-IBM-M 

are 18.6% and 10%, respectively. The overprediction of L by the finer vertical grid 

resolution is consistent with the LES results in Kravchenko and Moin (2000). Umin 

predicted by 3900-IBM-M is closer to the experimental data. 

Predictions of the flow parameters in 3900-OC-C and 3900-OC-M show similar 

trends to those observed in 3900-IBM-C and 3900-IBM-M. CD and Cpb improve 

significantly with the vertical grid refinement and the former compares within 6% of the 

experimental data in 3900-OC-M. St is predicted within 7% of the experimental data by 

both 3900-OC-C and 3900-OC-M. 3900-OC-M prediction of θsep compares within 1% of 

the experimental data. Compared to the experimental data, 3900-OC-C underpredicts L 

by 11.4%, whereas 3900-OC-M overpredicts L by 50%. Again, the trend of L with the 

vertical grid refinement is consistent with that observed by Kravchenko and Moin (2000). 

Umin is predicted well in 3900-OC-C but is overpredicted by 20% in 3900-OC-M. A 

similar overprediction was observed in the benchmark LES simulation (Kravchenko and 

Moin, 2000) and was explained as the result of early transition in the separated shear 

layers due to external disturbances to the experiment, as discussed later. The time history 

of the drag coefficients in Fig. 3.15 shows higher fluctuations in 3900-OC-C than in 

3900-OC-M. This is because the transition in the shear layers occurs earlier in 3900-OC-

C than in 3900-OC-M, as discussed later. Effects of the vertical grid resolution on the 

transition have been found by Kravchenko and Moin (2000) and will be discussed later in  
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this study. 3900-OC-F shows similar values of the flow parameters to those in 3900-OC-

M, which indicates that grid refinement in horizontal directions does not affect the 

computations significantly. 

The predictions by 3900-CS-C and 3900-CS-M show similar trends with the 

vertical grid refinement to those observed in the V6-IBM results and, as a consequence, 

the V6-OC results. The 3900-CS-M predictions are closer to the experimental data, and 

the differences of CD, Cpb, St and θsep are within 2.02%, 0.1%, 4.65% and 6.51%, 

respectively. Compared to the experimental data, L and Umin are overpredicted by up to 

42% in 3900-CS-M, while the differences are up to 8% in 3900-CS-C. Again, the 

overpredictions of L and Umin are consistent with the benchmark LES results in 

Kravchenko and Moin (2000). The time history of the drag coefficients shows higher 

fluctuations in 3900-CS-C than in 3900-CS-M. 

In Fig. 3.16 - 3.20, the mean flow statistics predicted by V6.2.5, V6-OC, and V6-

IBM are compared with the experimental data (Ong and Wallace, 1996) and the 

benchmark LES results (Beaudan and Moin, 1994; Mittal and Moin, 1997; Kravchenko 

and Moin, 2000). The experimental data of Norberg, and Lourenco and Shih were taken 

from Kravchenko and Moin (2000). Both V6-IBM predictions of surface pressure in Fig. 

3.16 are in good agreement with the experimental data. On the center line of the wake, 

the minimum streamwise velocity of 3900-IBM-M in Fig. 3.17 is located in the more 

downstream region than 3900-IBM-C. As shown in Fig. 3.18, the predictions of the 

streamwise velocity profiles improve significantly with the vertical grid refinement 

especially beyond x/D = 1. In Fig. 3.19, the transverse velocity profiles predicted by 

3900-IBM-C agree better with the experimental data than those by 3900-IBM-M, 

whereas the 3900-IBM-M predictions compare well with the benchmark LES results by 

Kravchenko and Moin (2000). Kravchenko and Moin (2000) attributed the discrepancies 

between the experimental data and the LES results to external disturbances to the 

experiment measurement. It is expected that such disturbances may cause transition of   
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the separating shear layer to turbulence occurring closer to the cylinder, which results in 

shorter shear layers and more prominent V-shaped profiles of the streamwise velocity. 

3900-IBM-C predicts shorter shear layers than 3900-IBM-M in Fig. 3.20, and, as a 

consequence, the recirculation region length L of 3900-IBM-C is shorter than that of 

3900-IBM-M in Table 3.5. The shorter shear layers imply that the transition to turbulence 

occurs earlier in 3900-IBM-C than 3900-IBM-M. Note that the only difference of the 

grids between 3900-IBM-C and 3900-IBM-M is the resolution in the vertical direction. 

Thus, the predictions of the resolved turbulence in the flow at Re = 3900 are dominated 

mainly by the velocity component in the vertical direction. This is consistent with 

observations of Kravchenko and Moin (2000). Furthermore, the Karman vortex is 

attached onto the cylinder surface in the 3900-IBM-C result. This results in the larger 

unsteadiness in CD of 3900-IBM-C in Fig. 3.15 (a). 

The turbulence statistics are compared in Fig. 3.21 and 3.22. The experimental 

data in the near (x/D = 1.54) and far wake (6 ≤ x/D ≤ 10) are taken from Hansen and 

Forsythe (2004), and Ong and Wallace (1996), respectively. At x/D = 1.54, the 

streamwise Reynolds normal stress w`` � ��������� has the peak values at two transverse 

locations. The Reynolds shear stress w`f � ��������� shows an almost linear decrease between 

the maximum and minimum values. The transverse Reynolds normal stress wff � ��������� 

shows the peak on the center plane. V6-IBM predictions of Rxx are significantly 

improved by the vertical grid refinement. The predictions of other Reynolds stress 

components by 3900-IBM-M are also in better agreement with the experimental data than 

3900-IBM-C. In the far wake at x/D = 6, 7 and 10, 3900-IBM-M predictions agree better 

with the experimental data for both Rxx and Rxy. 

The trends in the numerical results of 3900-OC-C and 3900-OC-M are similar to 

those observed in the results of V6-IBM simulations. In Fig. 3.16, the V6-OC predictions 

of the surface pressure, especially in the separated flow region, are improved by the 

vertical grid refinement, and both 3900-OC-M and 3900-OC-F agree very well with the  
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experimental data. The streamwise velocity profiles of 3900-OC-M and 3900-OC-F in 

Fig. 3.17 and 3.18 show the minimum values in the more downstream locations of the 

wake center line and more prominent U-shaped transverse profiles until x/D = 1.06 than 

those of the experimental data. No significant differences can be observed in the results 

of the streamwise velocity between 3900-OC-M and 3900-OC-F except the lower 

minimum value of 3900-OC-F. The transverse velocity profile of 3900-OC-C compares 

better with the experimental data especially at x/D = 1.06 than those of 3900-OC-M and 

3900-OC-F, while the 3900-OC-M and 3900-OC-F results are in very good agreement 

with the LES results of Kravchenko and Moin (2000). In Fig. 3.20, 3900-OC-C shows the 

shorter shear layers than 3900-OC-M, and it is definitely caused by the vertical grid 

refinement. 

Both 3900-CS-C and 3900-CS-M in Fig. 3.16 are in good agreement with the 

experimental data. The mean streamwise velocity on the center line of the wake in Fig. 

3.17 shows that 3900-CS-C is closer to the experimental data than both 3900-IBM-C and 

3900-OC-C and 3900-CS-M is closer to the LES results than both 3900-IBM-M and 

3900-OC-M. This is also true for the transverse profiles of the streamwise and transverse 

velocities in Fig. 3.18 and 3.19. Note that, for both of the velocity components, 3900-CS-

C shows the most similar profiles to those of the experimental data in the near wake 

region (x/D ≤ 2.02). 3900-CS-C predicts the shorter shear layers than 3900-CS-M in Fig. 

3.20. Again, this is caused by earlier transition to turbulence in the shear layers owing to 

the coarser vertical grid resolution. The earlier transition also results in the V-shaped 

profiles of the streamwise velocity near the cylinder. As shown in Fig. 3.21, the profiles 

of Reynolds stresses at x/D = 1.54 show that 3900-CS-M is closer to the experimental 

data than 3900-CS-C. Both 3900-CS-C and 3900-CS-M predict Rxx in good agreement 

with the experimental data at x/D = 6 and 7, but the predictions are lower at x/D = 10 due 

to the relatively coarse grid resolution in the far wake region. Both of the predictions of 

Rxy agree well with the experimental data. 
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3.4 Large Eddy Simulations of Turbulent Flows at 

Supercritical Reynolds Numbers 

In order to demonstrate the performance of V6.2.5 in very high Re complex 

turbulent flows, numerical simulations are performed by V6.2.5 for the turbulent flows 

past a circular cylinder at the supercritical Re = 5×105 and 1×106, i.e., 5E5-CS and 1E6-

CS shown in Table 3.6. The numerical results of 5E5-CS and 1E6-CS are compared with 

the experimental data of the surface pressure in Warschauer and Leene (1971) and 

Zdravkovich (1997). The V6.2.5 results are also compared with the LES results of 

Catalano et al. (2003). Effects of Re on the turbulent flows past a circular cylinder are 

analyzed by comparing the V6.2.5 results of the higher supercritical Re flows with those 

of the lower subcritical Re flow, i.e., 3900-CS-M. 

Table 3.6 shows the simulation conditions for the flows at the supercritical Re. 

For both 5E5-CS and 1E6-CS, the Cartesian domain size is -5 ≤ x/D ≤ 15, -10 ≤ y/D ≤ 

10, and -1 ≤ z/D ≤ 1. Catalano et al. (2003) show the delayed separation and the resulting 

narrower wake at the supercritical Re than lower Re, such as subcritical Re = 3900 and 

1.4 ×105 (Kravchenko and Moin, 2000; Breuer, 2000). Because of this, the domain size 

of V6.2.5 in the transverse direction is smaller than that used for the lower Re = 3900. 

The vertical domain length is also shorter than that for the Re = 3900 case because of the 

reduced vertical correlation lengths in the higher Re flows. The same vertical domain 

length was used by Catalano et al. (2003). The grid consists of 10.2M points. 

Fig. 3.23 compares profiles of the mean pressure on the cylinder surface at the 

supercritical Re. The experimental data of Flachsbart was obtained from Zdravkovich 

(1997). The predictions of 5E5-CS and 1E6-CS are in good agreement with the 

experimental data at similar Re, respectively. The 1E6-CS result also agrees well with the 

LES result of Catalano et al. (2003) at the same Re. The experimental data of Flachsbart 

at Re = 6.7×105 contains a kink near 105°. This indicates the presence of a separation 
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bubble. It is difficult for both experiments and numerical simulations to reproduce the 

separation bubble due to sensitivity to disturbances (Catalano et al., 2003). 

The surface pressures are compared between the V6.2.5 predictions and the 

experimental data at similar Re in Fig. 3.24. The pressure gradients in the front part are 

larger at the supercritical Re = 5×105 and 1×106 than that at the subcritical Re = 3900. 

Near the cylinder trailing edge, the pressures at the supercritical Re are higher than that at 

the subcritical Re. The adverse pressure gradients at the supercritical Re exist between 

90° and 125°, whereas it is located between 75° and 100° at the subcritical Re. This leads 

to the later separations of the boundary layers at the supercritical Re, as shown later. 

Fig. 3.25 compares the instantaneous vertical vorticity and the mean streamwise 

velocity between Re = 3900, 5×105, and 1×106. Compared with the subcritical Re = 3900, 

the flows at the supercritical Re = 5×105 and 1×106 exhibits the delayed separations of 

the boundary layers. The postponed separations result in the narrower wakes and the 

shorter recirculation regions at both of the supercritical Re than those at the subcritical 

Re. At the supercritical Re, the shear layers interact with each other near the outer edge of 

the recirculation regions. The interactions of the shear layers result in vortices shed into 

the wake. 

Fig. 3.26 and 3.27 show the iso-surfaces of the instantaneous vorticity magnitude 

(ω = 2.5) and the second invariant of the velocity gradient tensor (Q = 1), respectively. 

Note that the cylinder lengths are 6D and 2D at the subcritical and supercritical Re, 

respectively. The vortical structures at the subcritical Re show Karman vortex streets 

clearly, whereas the structures at the supercritical Re are not similar to the Karman type 

of the vortex shedding. Shear layers separating from both sides of the cylinder develop in 

the streamwise direction at both of the supercritical Re. Many small-scale vortices exist 

inside the recirculation regions between the shear layers. The iso-surfaces of the second 

invariant of the velocity gradient tensor show the quasi-vertical vortical structures, which 

indicate the vortices in the shear layers. 



www.manaraa.com

 

48 
 

Three instantaneous velocity components on the center plane of the wake are 

compared between the subcritical Re = 3900 and the supercritical Re = 5×105 and 1×106 

in Fig. 3.28 – 3.30. Negative streamwise velocity can be observed behind the cylinder at 

both supercritical and subcritical Re, which indicates the recirculation region. The 

minimum streamwise velocities inside the recirculation regions are larger at the 

supercritical Re (Umin ≈ -0.4) than that (Umin ≤ -0.8) at the subcritical Re. Alternating 

regions of positive and negative transverse velocity can be observed clearly in the wake 

at the subcritical Re, whereas they are not clearly shown at both supercritical Re. The 

magnitudes of the maximum and minimum transverse velocities are higher at the 

subcritical Re. The vertical velocity component contours at the supercritical Re show the 

remarkable three-dimensionality of the turbulent flows and the smaller flow structures 

which correspond to the small-scale vortices in the wake at the high Re. 

Fig. 3.31 – 3.33 show two Reynolds normal stresses and the Reynolds shear stress 

in the wake at Re = 3900, 5×105 and 1×106. All of the Reynolds stresses are symmetric 

about the center axis of the wakes. The peak values of the Reynolds stresses are smaller 

at the supercritical Re = 5×105 and 1×106 than those at the subcritical Re = 3900. At all 

the Re, the transverse Reynolds normal stress achieves the peak value along the center 

line of the wake, and the peaks of the streamwise Reynolds normal stress and the 

Reynolds shear stress exist off the wake center axis. 

Mean flow fields and Reynolds stresses at the supercritical Re = 5×105 and 1×106 

are presented in Fig. 3.34 and 3.35, respectively. The flows at both Re show similar 

characteristics. The streamwise velocity is negative behind the cylinder, which indicates 

the existence of the recirculation regions. In the recirculation regions, the transverse 

velocity magnitude is very low and large amounts of the small-scale vortices are 

generated. The Reynolds stresses show the peak values near the edges of the recirculation 

regions where the velocity gradients are high, and the normal components are larger than 

the shear component. 



www.manaraa.com

 

49 
 

The vorticity transport equation can be derived by taking the curl of the time-

averaged Navier-Stokes equation. For a steady flow of constant density, the transport 

equation of the vertical vorticity can be written as: 

7s �Ωh�] � � �Ωh�e � � �Ωh�g 8 (A) 

(3.1) 

� 7Ω` ���] � Ωf ���e � Ωh ���g 8 (B) 

�N ��!Ωh�]! � �!Ωh�e! � �!Ωh�g! � (C) 

� ��g �������������e � ������������] � (D) 

� �!�]�e =��������� � ���������> (E) 

� � �!�e! � �!�]!� ��������� (F) 

where Ωx, Ωy, and Ωz are the streamwise, transverse, and vertical components of the mean 

vorticity, respectively. Term (A) in Eq. (3.1) represents the material derivative of the 

mean vertical vorticity. The third term of term (B) is the vorticity amplification by the 

vertical stretching, while the other terms provide vortex-line bending effects. Term (C) 

suggests the vorticity damping by the viscous diffusion. Terms (D), (E), and (F) are the 

vorticity production by inhomogeneities in the Reynolds stress field (Launder and Rodi, 

1983). Longo et al. (1998) analyzed the physical mechanism of the mean streamwise 

vortices in a solid/free-surface juncture flow using the vorticity transport equation. Suh et 

al. (2011) and Koo (2011) used the transport equations of all vorticity components to 

explain the mechanism to generate the vortices in the flows past an interface piercing 

circular cylinder. In this study, the transport equation of the mean vertical vorticity is 

used to analyze the mechanism to generate the vortices in the single-phase flows at the 

very high supercritical Re = 5×105 and 1×106. 

Fig. 3.36 and 3.37 show the source terms for the mean vertical vorticity at Re = 

5×105 and 1×106, respectively. Both of the supercritical Re results present the similar  
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features. The x and y components of term (B) by the vortex bending are negligibly small, 

while the z component of term (B) by the vortex stretching is relatively larger than the 

other components due to the strong vertical vortices in the shear layers, as shown in Fig. 

3.34 and 3.35. The source terms produced by the Reynolds stresses are also large in the 

wake region. Note that the small-scale vortices in the recirculation region between the 

shear layers are dominantly generated by the Reynolds stresses. The mean vertical 

vortices in the shear layers are produced dominantly by the term (E) ∂2/∂x∂y(��������� � ���������) 

and the term (F) (∂2/∂y2-∂2/∂x2)��������� due to the high gradients of the streamwise Reynolds 

normal stress (���������) and the Reynolds shear stress (���������) in the part of the flows. 

3.5 Summary 

Validations of V6.2.5 have been performed for the single-phase flows past a 

circular cylinder. The validations cover the two-dimensional steady (Re = 40) and 

unsteady (Re = 200) laminar flows and the turbulent flows at the subcritical Re = 3900 

and the supercritical Re = 5×105 and 1×106. This study has also analyzed the effects of 

the domain size and the grid resolution of the boundary layer grid on the numerical 

results at Re = 40 and the effects of the vertical grid resolution on the numerical results at 

Re = 3900. The numerical results obtained by V6.2.5 have been compared with those by 

V6-IBM, a Cartesian grid solver, and V6-OC, an orthogonal curvilinear grid solver. The 

results have also been compared with the numerical results and the experimental data in 

the literature.   

At Re = 40, the numerical results obtained by V6.2.5 show no significant 

dependence on the resolution and the size of the boundary layer grid. V6.2.5 predicts a 

pair of the symmetric counter-rotating vortices behind the cylinder, and the 

characteristics of the recirculation region are predicted within 6.6% of the experimental 

data. The predictions of the drag coefficient are 6.8% higher than the experimental data, 

but they agree very well with the numerical results of the past studies. Compared to the 

numerical results in the literature, V6.2.5 predicts up to 10% better vorticity magnitude  
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and pressure distributions on the cylinder surface than V6-IBM with the same Cartesian 

grid. This indicates that the near-wall region is resolved properly by the boundary layer 

grids for V6.2.5. 

Periodic Karman vortex shedding was reproduced by V6.2.5 at Re = 200. V6.2.5 

predicts the drag coefficient, the lift coefficient, and Strouhal number in good agreement 

with the numerical results of several past studies. 

At Re = 3900, V6.2.5 reproduces the long shear layers separating from both sides 

of the circular cylinder and the Karman vortices interacting with the vertical velocity 

component. V6.2.5 has predicted the mean flow parameters including the drag 

coefficient, the base pressure coefficient, the Strouhal number, the separation angle from 

the cylinder leading edge, the length of the mean recirculation region, and the minimum 

streamwise velocity inside the recirculation region. The predictions of the mean flow 

parameters compare within 6.5% of the experimental data. The numerical results by 

V6.2.5 have also been compared with the experimental data and the results by V6-IBM, 

V6-OC, and the numerical study of Kravchenko and Moin (2000) in terms of the profiles 

of the velocity components and the Reynolds stresses in the wake region. The study of 

the effects of the vertical grid resolution has shown better agreement of the coarser grid 

results with the experimental data. On the other hand, the results given by the finer grids 

agree better with the LES results by Kravchenko and Moin (2000). These trends with the 

vertical grid resolution are consistent with those in Kravchenko and Moin (2000), and it 

has been explained that both the coarser grid predictions and the experimental data 

exhibit earlier transitions of the shear layer to turbulence than the finer grid predictions, 

which result in significantly smaller recirculation regions. 

In order to demonstrate the performance of V6.2.5 in the turbulent flows at very 

high Re, the numerical simulations have been performed for the flows at the supercritical 

Re = 5×105 and 1×106. Compared to the flow at the subcritical Re = 3900, much delayed 

separations of the boundary layers have been predicted at the supercritical Re = 5×105  
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and 1×106. The delayed separations lead to the narrower wakes and the shorter 

recirculation regions at the very high Re. The predictions of V6.2.5 have been compared 

with the experimental and numerical results in terms of the pressure profiles on the 

cylinder surface. V6.2.5 has shown the good agreement with the experimental data and 

the LES results by Catalano et al. (2003). In this study, the effects of Re on the turbulent 

flows have also been analyzed by comparing the V6.2.5 numerical results at the 

subcritical Re (=3900) and the supercritical Re (= 5×105 and 1×106). The surface pressure 

shows the features corresponding to the separation at each Re. Many small-scale vortices 

are generated between the shear layers right behind the cylinder at the supercritical Re, 

while they are not generated at the subcritical Re. The Reynolds stress contours show the 

similar distributions, but the magnitudes are smaller at the supercritical Re. The 

mechanism to generate the vertical vortices at the supercritical Re has been analyzed 

using the vorticity transport equation. The analysis has revealed that the vertical vortices 

in the wake are generated mainly by the gradients of the Reynolds stresses and the 

vertical stretching effect.  
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Table 3.1 Simulation conditions for the laminar flows at Re = 40 and 200 

Case Re Solver Domain size 
Boundary 

layer 
domain 

Grid resolution 

Nx×Ny×Nz Nr×Nθ×Nz 

40-IBM 

40 

V6-IBM 
-20 ≤ x/D ≤ 20 

-11 ≤ y/D ≤ 11 
- 204×260×3 - 

40-OC-C 

V6-OC O-type grid 
r/D = 20 - 

- 128×128×3 

40-OC-M - 256×128×3 

40-OC-F - 512×128×3 

40-CS-C 

V6.2.5 -20 ≤ x/D ≤ 20 
-11 ≤ y/D ≤ 11 

0.20D 

204×260×3 13×128×3 

40-CS-M 204×260×3 22×128×3 

40-CS-F1 204×260×3 32×128×3 

40-CS-F2 0.15D 204×260×3 24×128×3 

40-CS-F3 0.10D 204×260×3 17×128×3 

200-IBM 

200 

V6-IBM 
-20 ≤ x/D ≤ 20 

-11 ≤ y/D ≤ 11 
- 204×260×3 - 

200-OC V6-OC 
O-type grid 

r/D = 20 
- - 256×128×3 

200-CS V6.2.5 
-20 ≤ x/D ≤ 20 

-11 ≤ y/D ≤ 11 
0.20D 204×260×3 22×128×3 
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Table 3.2 Characteristics of the recirculation region, separation angles, drag 
coefficients, and pressure and friction components at Re = 40 

 L a b Θ° CD CD, p CD, f 

Experiment 2.13 0.76 0.59 53.8 1.48 - - 

Numerical 

results 

(E) 

2.28 

± 0.07 

(7.04%) 

0.72 

± 0.01 

(-5.26%) 

0.58 

± 0.02 

(-1.69%) 

54.3 

± 1.3 

(0.93%) 

1.60 

± 0.10 

(8.11%) 

- - 

40-IBM 

(E) 

2.11 

(-0.94%) 

0.70 

(-7.89%) 

0.58 

(-1.69%) 

50.9 

(-5.39%) 

1.51 

(2.03%) 
0.97 0.54 

40-OC-C 

(E) 

1.86 

(-12.7%) 

0.61 

(-19.7%) 

0.55 

(-6.78%) 

51.7 

(-3.90%) 

1.55 

(4.73%) 
1.01 0.54 

40-OC-M 

(E) 

2.05 

(-3.76%) 

0.66 

(-13.2%) 

0.58 

(-1.69%) 

52.4 

(-2.60%) 

1.56 

(5.41%) 
1.02 0.54 

40-OC-F 

(E) 

2.01 

(-5.63%) 

0.73 

(-3.95%) 

0.57 

(-3.39%) 

54.0 

(0.37%) 

1.56 

(5.41%) 
1.02 0.54 

40-CS-C 

(E) 

2.24 

(5.16%) 

0.72 

(-5.26%) 

0.59 

(0%) 

53.7 

(-0.19%) 

1.58 

(6.76%) 
1.04 0.54 

40-CS-M 

(E) 

2.24 

(5.16%) 

0.72 

(-5.26%) 

0.59 

(0%) 

53.7 

(-0.19%) 

1.58 

(6.76%) 
1.04 0.54 

40-CS-F1 

(E) 

2.24 

(5.16%) 

0.72 

(-5.26%) 

0.59 

(0%) 

54.0 

(0.37%) 

1.58 

(6.76%) 
1.04 0.54 

40-CS-F2 

(E) 

2.24 

(5.16%) 

0.71 

(-6.58%) 

0.59 

(0%) 

54.2 

(0.74%) 

1.58 

(6.76%) 
1.04 0.54 

40-CS-F3 

(E) 

2.23 

(4.69%) 

0.72 

(-5.26%) 

0.59 

(0%) 

54.0 

(0.37%) 

1.58 

(6.76%) 
1.04 0.54 
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Table 3.3 Drag and lift coefficients and Strouhal numbers at Re = 200 

 

CD CL 
St 

Mean Amplitude Mean Amplitude 

Numerical results 
1.455 

± 0.115 

0.042 

± 0.012 
0 

0.59 

± 0.16 

0.200 

± 0.002 

200-IBM 1.41 0.040 0 0.64 0.200 

200-OC 1.32 0.041 0 0.66 0.197 

200-CS 1.34 0.043 0 0.67 0.199 
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Table 3.4 Simulation conditions for turbulent flows at Re = 3900 

Case Solver Domain size 

Boundary 

layer 

domain 

Grid resolution 

Nx×Ny×Nz Nr×Nθ×Nz 

3900-IBM-C 
V6-IBM 

-20 ≤ x/D ≤ 20 

-20 ≤ y/D ≤ 20 

-3 ≤ z/D ≤ 3 
- 

288×248×24 - 

3900-IBM-M 288×248×48 - 

3900-OC-C 

V6-OC 

O-type grid 

r/D = 20 

-3 ≤ z/D ≤ 3 
- 

- 256×256×24 

3900-OC-M - 256×256×48 

3900-OC-F - 512×512×48 

3900-CS-C 
V6.2.5 

-20 ≤ x/D ≤ 20 

-20 ≤ y/D ≤ 20 

-3 ≤ z/D ≤ 3 
0.2D 

288×248×24 20×256×24 

3900-CS-M 288×248×48 20×256×48 
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Table 3.5 Drag coefficients, Strouhal numbers, separation angle from the 
cylinder front and characteristics of the mean recirculation region at Re = 
3900 

 CD -Cpb St θsep L/D -Umin 

Experiment 
0.99 

± 0.05 

0.88 

± 0.05 

0.215 

± 0.005 

86.0° 

± 2° 

1.4 

± 0.1 

0.24 

± 0.1 

LES 

(E) 

1.00 

~ 1.04 

(3.03%) 

0.93 

~ 0.95 

(6.82%) 

0.203 

~ 0.210 

(-3.95%) 

85.8° 

~ 88.0° 

(1.05%) 

1.35 

~ 1.40 

(-1.79%) 

0.32 

~ 0.37 

(43.8%) 

3900-IBM-C 

(E) 

1.20 

(21.2%) 

1.00 

(13.6%) 

0.225 

(4.65%) 

115° 

(33.7%) 

1.14 

(-18.6%) 

0.46 

(91.7%) 

3900-IBM-M 

(E) 

1.02 

(3.03%) 

0.87 

(-1.14%) 

0.225 

(4.65%) 

110° 

(27.9%) 

1.54 

(10.0%) 

0.28 

(16.7%) 

3900-OC-C 

(E) 

1.20 

(21.2%) 

1.03 

(17.0%) 

0.200 

(6.98%) 

90.0° 

(4.65%) 

1.24 

(-11.4%) 

0.24 

(0%) 

3900-OC-M 

(E) 

0.93 

(-6.06%) 

0.88 

(0%) 

0.200 

(6.98%) 

86.7° 

(0.81%) 

2.10 

(50.0%) 

0.29 

(20%) 

3900-OC-F 

(E) 

0.94 

(-5.05%) 

0.85 

(3.41%) 

0.198 

(-7.91%) 

86.5° 

(0.58%) 

2.14 

(52.9%) 

0.36 

(50%) 

3900-CS-C 

(E) 

1.18 

(19.2%) 

0.92 

(4.55%) 

0.208 

(-3.26%) 

97.0° 

(12.8%) 

1.51 

(7.86%) 

0.25 

(4.17%) 

3900-CS-M 

(E) 

0.97 

(-2.02%) 

0.88 

(0%) 

0.225 

(4.65%) 

91.6° 

(6.51%) 

1.89 

(35.0%) 

0.34 

(41.7%) 
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Table 3.6 Simulation conditions for turbulent flows at Re = 5.0×105 and 1.0×106 

Case Re Solver Domain size 

Boundary 

layer 

domain 

Grid resolution 

Nx×Ny×Nz Nr×Nθ×Nz 

5E5-CS 5.0×105 
V6.2.5 

-5 ≤ x/D ≤ 15 

-10 ≤ y/D ≤ 10 

-1 ≤ z/D ≤ 1 

0.2D 220×200×200 28×256×200 
1E6-CS 1.0×106 
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Figure 3.1 Computational grids and boundary conditions for (a) V6-IBM, (b) V6-OC, and 
(c) V6.2.5. The inset shows the boundary layer domain size of 0.2D.  
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Figure 3.2 Streamlines and pressure contours around the circular cylinder at Re = 40. The 
range of the pressure contours is from -0.45 to 0.65 with the interval 0.05. 
 
 

 

Figure 3.3 Characteristics of the recirculation region at Re = 40 
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Figure 3.4 Distribution of pressure (left column) and vorticity magnitude (right column) 
on the circular cylinder surface at Re = 40 
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Figure 3.4 Continued 
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40-CS-C 

 

 

 

 

 

 

 

40-CS-M 

 
Figure 3.5 Streamwise (left column) and transverse (right column) components of 
velocity around the circular cylinder at Re = 40. The contour range is -0.1 - 1.2 with the 
interval 0.1 and -0.55 - 0.55 with the interval 0.02 for the streamwise and transverse 
components, respectively. 
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40-CS-F3 

 
Figure 3.5 Continued 
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Figure 3.6 Comparison of pressure (left column) and vorticity magnitude (right column) 
on the circular cylinder surface at Re = 40 among the current solvers  
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Figure 3.7 Vortex shedding obtained by 200-CS. The contours show pressure distribution 
with the range -0.65~0.65 and interval 0.05. 
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Figure 3.8 Time histories of drag and lift coefficients compared with those obtained by 
Xu (2008) 
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Figure 3.9 Iso-surfaces of instantaneous vorticity magnitude (ωD/U = 2.5) around the 
cylinder 
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Figure 3.10 Comparison of iso-surfaces of instantaneous vorticity magnitude (ωD/U = 
2.5) around the cylinder between 3900-OC-M and 3900-OC-F 
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Figure 3.11 Instantaneous vorticity magnitude in the wake. The contour range is 0.5 – 10 
with interval 0.5. 
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Figure 3.12 Instantaneous vertical velocity on the center plane of the wake 
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Figure 3.13 Instantaneous streamwise velocity on the center plane of the wake 
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Figure 3.14 Instantaneous transverse velocity on the center plane of the wake 
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Figure 3.15 Force coefficients: (a) Time history of drag coefficients; (b) FFT of lift 
coefficients 
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Figure 3.16 Pressure distribution on the cylinder surface 

  



www.manaraa.com

 

76 

 
Figure 3.17 Mean streamwise velocity on the wake center line  

  



www.manaraa.com

 

77 

 
Figure 3.18 Mean streamwise velocity at transverse sections in the wake. Refer to the 
caption in Figure 3.17 for details.  
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Figure 3.19 Mean transverse velocity at transverse sections in the wake. Refer to the 
caption in Figure 3.17 for details.  
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Figure 3.20 Instantaneous (left column) and mean (right column) vorticity magnitude 
contours 
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Figure 3.21 Reynolds stresses at x/D = 1.54: (a) streamwise normal stress component; (b) 
shear stress component; (c) transverse normal stress component. The square symbols 
show experimental data taken from Hansen and Forsythe (2004). Refer to the caption in 
Figure 3.17 for details. 
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Figure 3.22 Reynolds stresses at three locations in the far wake: (a) streamwise normal 
stress component; (b) shear stress component. Refer to the caption in Figure 3.17 for 
details.  
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Figure 3.23 Pressure distributions on the cylinder surface at supercritical Re 
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Figure 3.24 Comparison of the mean pressure distributions on the cylinder surface 
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Figure 3.25 Comparison of flows: (top) 3900-CS-M; (middle) 5E5-CS; (bottom) 1E6-CS 
  



www.manaraa.com

 

85 

 
Figure 3.26 Iso-surfaces of the instantaneous vorticity magnitude (ω = 2.5): (a) 3900-CS-
M (b) 5E5-CS; (c) 1E6-CS  
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Figure 3.27 Iso-surfaces of the second invariant of the velocity gradient tensor (Q = 1): 
(a) 3900-CS-M (b) 5E5-CS; (c) 1E6-CS  
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Figure 3.28 Instantaneous streamwise velocity on the center plane of the wake: (a) 3900-
CS-M; (b) 5E5-CS; (c) 1E6-CS. The contour range is -0.8 – 1 with interval 0.1. 
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Figure 3.29 Instantaneous transverse velocity on the center plane of the wake: (a) 3900-
CS-M; (b) 5E5-CS; (c) 1E6-CS. The contour range is -1 – 1 with interval 0.1. 
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Figure 3.30 Instantaneous vertical velocity on the center plane of the wake: (a) 3900-CS-
M; (b) 5E5-CS; (c) 1E6-CS. The contour range is -0.45 – 0.45 with interval 0.05. 
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Figure 3.31 Streamwise Reynolds normal stress (Rxx = ���������) in the wake: (a) 3900-CS-M; 
(b) 5E5-CS; (c) 1E6-CS. The contour range is 0 – 0.2 with interval 0.02. 
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Figure 3.32 Transverse Reynolds normal stress (Rxx = ���������) in the wake: (a) 3900-CS-M; 
(b) 5E5-CS; (c) 1E6-CS. The contour range is 0 – 0.36 with interval 0.02. 
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Figure 3.33 Reynolds shear stress (Rxx = ���������) in the wake: (a) 3900-CS-M; (b) 5E5-CS; 
(c) 1E6-CS. The contour range is -0.11 – 0.11 with interval 0.01. 
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Figure 3.34 Mean flow fields and Reynolds stresses at Re = 5×105: (a) streamwise 
velocity; (b) transverse velocity; (c) vertical vorticity (d) Rxx; (e) Ryy; (f) Rxy  
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Figure 3.35 Mean flow fields and Reynolds stresses at Re = 1×106: (a) streamwise 
velocity; (b) transverse velocity; (c) vertical vorticity (d) Rxx; (e) Ryy; (f) Rxy  
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Figure 3.36 Source terms for the mean vertical vorticity at Re = 5×105: (a) x component 
of term (B); (b) y component of term (B); (c) z component of term (B); (d) term (D); (e) 
term (E); (f) term (F). The contour range is -20 – 20 with interval 1. 
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Figure 3.37 Source terms for the mean vertical vorticity at Re = 1×106: (a) x component 
of term (B); (b) y component of term (B); (c) z component of term (B); (d) term (D); (e) 
term (E); (f) term (F). The contour range is -20 – 20 with interval 1. 
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CHAPTER 4 

NUMERICAL SIMULATIONS OF FLOWS PAST FREE SURFACE PIERCING 

CIRCULAR CYLINDERS 

 

4.1 Introduction 

Since flows past free surface piercing circular cylinders have received much less 

attention than the single-phase flows, only a few experimental and numerical studies on 

the two-phase flows around the circular cylinders are available in the literature. In spite 

of this, the two-phase flows past the circular cylinders still play important roles in various 

engineering applications including offshore structures and surface vessels. Moreover, the 

flows past the free surface piercing circular cylinders include complicated phenomena 

due to the generation of waves in various forms, the interactions of the waves with the 

body and vortices, the interfacial effects like bubble entrainment and surface tension, and 

three-dimensional flow separation, which are of great interest in fluid mechanics. In this 

study, CFDShip-Iowa version 6.2.5 is applied to the flows past a circular cylinder 

piercing the free surfaces vertically. It aims at investigating accuracy of the coupled 

orthogonal curvilinear/Cartesian grid solver in the simulation of the flows with free 

surfaces. 

There are several experimental studies on the flows past the vertical circular 

cylinders piercing the free surfaces. In the study of Hay (1947), Froude numbers (Fr) and 

Reynolds numbers (Re) were determined by several ratios of those non-dimensional 

variables. For each ratio with different Fr, they measured the maximum heights of the 

bow waves in front of the circular cylinder and the depths of the depression on the center 

line behind the cylinder, and those data were plotted as a function of Fr. Chaplin and 

Teigen (2003) review the experimental study of Hay (1947). Inoue et al. (1993) 

conducted an experiment of the free surface flow past a circular cylinder at Re = 2.7×104 

and Fr = 0.8. They measured the mean free surface elevations and the root mean square  
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(RMS) of the elevation fluctuations around the circular cylinder. Profiles of the 

streamwise velocity and the free surface elevation were also available in the literature. 

Some numerical studies obtained the large eddy simulation (LES) results of the 

flows past vertical surface piercing circular cylinders. Kawamura et al. (2002) 

investigated interactions between surface waves and underlying viscous wakes around a 

free surface piercing circular cylinder at Re = 2.7×104 with three different Froude 

numbers Fr = 0.2, 0.5, and 0.8. The computational grid is fitted to the air-water interface 

and updated every time step by moving the grid points in the vertical direction. Yu et al. 

(2008) studied free surface flows past a circular cylinder at Fr up to 3.0 and Re up to 

1.0×105. A volume-of-fluid method was employed to simulate the air-water interfaces. 

Suh et al. (2011) performed LES of the flows past a free surface piercing circular cylinder 

at Fr = 0.2 and 0.8 with the same Reynolds number Re = 2.7×104 using CFDShip-Iowa 

version 6.2 with a level set based sharp interface method. Koo (2011) extended the study 

of Suh et al. (2011) and used CFDShip-Iowa version 6.2 with a coupled level set and 

volume-of-fluid method to perform numerical simulations with conditions mainly based 

on the experiments of Chaplin and Teigen (2003). Those numerical studies show the 

detailed results of the free surfaces, the mean flow and turbulence statistics, the vortical 

structures, and the hydrodynamic forces at several Reynolds numbers up to Re = 

4.58×105 and Froude numbers up to Fr = 1.64. 

4.2 Large Eddy Simulations of Two-Phase Turbulent  

Flows 

In order to assess the accuracy of CFDShip-Iowa version 6.2.5 in the flows with 

the free surfaces, numerical simulations using LES are performed for the two-phase 

turbulent flows past a circular cylinder piercing the free surfaces vertically at (Re, Fr) = 

(2.7×104, 0.20), (2.7×104, 0.80), and (4.58×105, 1.64), i.e., 2.7E4-0.20, 2.7E4-0.80, and 

4.58E5-1.64 in Table 4.1. Those Re and Fr have been taken into account because several 

detailed results of those two-phase flows are available from the numerical and  
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experimental studies in the literature. Note that the Reynolds number is subcritical at the 

low (= 0.20) and medium (= 0.80) Fr while it is supercritical at the high Fr = 1.64. In this 

study, effects of the free surfaces on the vortical structures and the separated regions are 

also analyzed especially for 4.58E5-1.64 by comparing the results with those of the 

single-phase flow at the similar Re = 5×105, i.e., 5E5-CS. 

Table 4.1 shows the simulation conditions at each Fr. For 2.7E4-0.20 and 2.7E4-

0.80, the Cartesian domain size is -10 ≤ x/D ≤ 15, -10 ≤ y/D ≤ 10 and -4 ≤ z/D ≤ 2, and 

the grid consists of 9.4M points. For 4.58E4-1.64, the domain size is -15 ≤ x/D ≤ 42, -20 

≤ y/D ≤ 20 and -4 ≤ z/D ≤ 2, and the grid consists of 14.6M points. 

The drag and lift coefficients are defined as 

P§ � ÐJKd12 %sÑ! Ð& P% � Ò5H�12 %sÑ! Ð& (4.1) 

where H is the still water depth and % is the water density. The flows were regarded as 

statistically stationary when the fluctuations of the running mean are less than 1% of the 

mean CD. After the flow was converged, flow field data covering up to T = 80D/U∞ were 

collected to obtain the time-averaged results. This procedure follows discussion in Suh et 

al. (2011) and Koo (2011). Fig. 4.1 shows the time histories of the drag and lift 

coefficients from which the instantaneous statistics were accumulated. The result of 

4.58E5-1.64 is not shown since the vertical grid resolution is not fine enough to compute 

the forces accurately. Fast Fourier transform (FFT) of CL is shown in Fig. 4.2. The peak 

values are at St = 0.2 for both 2.7E4-0.20 and 2.7E4-0.80. The Strouhal numbers 

correspond to the periods of vortex shedding at the subcritical Re = 2.7×104. 

Table 4.2 compares the mean CD and the root mean squares (RMS) of CL (CL
RMS). 

Unfortunately, no experimental data are available about the hydrodynamic forces of the 

circular cylinder in the two-phase flows at Fr = 0.2 and 0.8 with Re = 2.7×104. However, 

the experimental measurement of the single-phase flow at the same Re can be obtained 

from Szepessy and Bearman (1992). The predictions of 2.7E4-0.20 and 2.7E4-0.80 show  
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up to 18% lower CD and up to 51% lower CL
RMS than the experimental data of the single-

phase flow at the same Re (Szepessy and Bearman, 1992). The effects of the deformation 

of the free surface probably result in the lower values of CD and CL
RMS (Kawamura et al., 

2002; Yu et al., 2008). It is noted that the CFDShip-Iowa version 6.2.5 predictions 

approach the experimental data as Fr decreases. This trend is consistent with that 

observed in Kawamura et al. (2002). The predictions of both 2.7E4-0.20 and 2.7E4-0.80 

compare within 4% of the LES results of Kawamura et al. (2002) and Suh et al. (2011). 

Fig. 4.3 and 4.4 show instantaneous free surfaces computed by 2.7E4-0.20 and 

2.7E4-0.80, and 4.58E5-1.64. In Fig. 4.3, the numerical results of CFDShip-Iowa version 

6.2.5 show the similar characteristics to those predicted by CFDShip-Iowa version 6.2 

(Koo, 2011). At Fr = 0.20, the deformation of the free surface is negligibly small and no 

waves are generated in the wake behind the cylinder. On the other hand, the free surfaces 

are deformed largely at higher Fr = 0.80 and 1.64. Bow waves are generated in front of 

the cylinder. The depressions exist on the downstream side of the cylinder. The free 

surfaces are very rough around the cylinder, and this indicates the existence of vortical 

structures below the free surface (Sarpkaya, 1996; Suh et al., 2011). Fig. 4.4 clearly 

shows Kelvin waves generated in the wake at Fr = 0.80 and 1.64. The wave lengths 

predicted by 2.7E4-0.80 and 4.58E5-1.64 are close to the theoretical values, i.e., 2πFr2. 

Some features of the mean free surfaces are compared qualitatively and 

quantitatively. Fig. 4.5 compares the maximum heights of the bow waves and the depths 

of the depressions on the center plane of the wake. The experimental data was obtained 

from Hay (1947) reviewed in Chaplin and Teigen (2003). The solid line shows Bernoulli 

equation result and indicates possible maximum bow wave heights (=Fr2/2). The bow 

wave heights and depression depths predicted by CFDShip-Iowa version 6.2.5 are in 

fairly good agreement with the experimental data and the Bernoulli equation result. 

Fig. 4.6 – 4.8 compare the near wake profiles of the mean free surface elevations 

(hmean) and the RMS of the free surface fluctuations (hrms) between the experimental data  
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(Inoue et al, 1993), the LES results in the literature (Kawamura et al., 2002; Suh et al., 

2011; Koo, 2011), and the prediction of 2.7E4-0.20, 2.7E4-0.80, and 4.58E5-1.64. 

CFDShip-Iowa version 6.2.5 predicts both hmean and hrms at Fr = 0.20 in good agreement 

with the CFD results of Kawamura et al. (2002). Note that the differences between the 

numerical results are smaller than those observed at higher Fr. Although the numerical 

results of 2.7E4-0.80 agree well with the experimental data of Inoue et al. (1993), it 

under-predicts the depression on the profile at x = 0.9 near the center plane of the wake. 

The prediction is more similar to the CFDShip-Iowa version 6.2 result by Suh et al. 

(2011). The predictions of 4.58E5-1.64 are in good agreement with those of the 

CFDShip-Iowa version 6.2 by Koo (2011). 

Inoue et al. (1993) shows the detailed measurement of the free surface elevations 

and the RMS of the free surface fluctuations around the circular cylinder at Re = 2.7×104 

and Fr = 0.80. The experimental data are compared with the numerical results of 2.7E4-

0.80 in Fig. 4.9. CFDShip-Iowa version 6.2.5 captures all the features of the mean free 

surface elevations in the experimental data well, i.e., the bow wave on the upstream side 

of the cylinder, an almost constant slope leading to the large depression on the 

downstream side, and the Kelvin waves diverging into the wake. The 2.7E4-0.80 result of 

the free surface fluctuations shows good agreement with the experimental data in terms 

of the overall distribution and the location of the peak value. The peak value is slightly 

under-predicted than the experimental data. CFDShip-Iowa version 6.2.5 predicts 

fluctuations on the front side of the cylinder. This trend is similar to the CFDShip-Iowa 

version 6.2 result in Suh et al. (2011), and it is explained that the front fluctuations are 

due to the presence of the necklace vortices. 

Inoue et al. (1993) also measured the vertical profiles of the mean streamwise 

velocity in the wake at Re = 2.70×104 and Fr = 0.80. The profiles are compared in Fig. 

4.10. The experimental data of Inoue et al. (1993) shows that the streamwise velocity is 

almost constant in the deep flow and decreases as the free surface is approached. This  
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trend corresponds to the recirculation region on the free surface, which is longer in the 

streamwise direction and wider in the transverse direction than that in the deep flow (Suh 

et al., 2011). The results of 2.7E4-0.80 capture the above features of the streamwise 

velocity and show fair agreement with the experimental data and the LES results of 

Kawamura et al. (2002), Yu et al. (2008), and Suh et al (2011). 

Fig. 4.11 compares pressure distributions on the cylinder surface in the deep flow 

between the experimental data of the single-phase flows at similar Re = 2×104 (Norberg, 

1992) and the numerical results by 2.7E4-0.20, 2.7E4-0.80, and Suh et al. (2011) using 

CFDShip-Iowa version 6.2. The experimental data at the subcritical Re shows decreasing 

pressure in the separated region after the separation point. All of the CFDShip-Iowa 

version 6.2.5 predictions in the deep flows are in good agreement with the experimental 

data at similar Re and the numerical result of Suh et al. (2011). 

For all Fr = 0.20, 0.80, and 1.64, the CFDShip-Iowa version 6.2.5 predictions 

show good agreement with the experimental data available in the literature. In this study, 

the CFDShip-Iowa version 6.2.5 results are analyzed to discuss effects of the free 

surfaces on the turbulent flows around a circular cylinder. The numerical results are 

compared with those of the two-phase flows obtained by Kawamura et al. (2002) and Suh 

et al. (2011) and those of the single-phase flows obtained by 5E5-CS. 

Fig. 4.12 and 4.13 show contours of the instantaneous vertical vorticity on the free 

surface and three horizontal planes at Fr = 0.20 and 0.80, respectively. The CFDShip-

Iowa version 6.2.5 results are compared with those of CFDShip-Iowa version 6.2 

obtained by Suh et al. (2011). The similar trends can be observed between CFDShip-

Iowa version 6.2.5 and CFDShip-Iowa version 6.2. At both Fr = 0.20 and 0.80, organized 

vortex shedding, which is similar to that from an infinitely long circular cylinder in a 

single-phase flow, can be clearly observed in the deep flows at z = -3.5. In the deep 

flows, CFDShip-Iowa version 6.2.5 and CFDShip-Iowa version 6.2 show no significant 

differences in the characteristics of the vortex shedding in spite of Fr because of the same  



www.manaraa.com

 

103 
 

Re. This indicates negligibly small effects of the free surface on the vortex shedding in 

the deep flows. As the free surface is approached, the large-scale periodic vortex 

shedding is attenuated and more vortices with smaller scales appear. The shear layers 

separating from the two sides of the cylinder interact with each other until at z = -1. 

While the shear layers still interact at the depth (z = -0.5) near the free surface at Fr = 

0.20, they digress from each other at Fr = 0.80. On the free surfaces, the shear layers are 

deviating at both Fr. Large-scale vortex shedding can still be observed on the free surface 

at Fr = 0.20. On the other hand, the organized large-scale vortex shedding in the deep 

flow is no longer presented on the free surface at Fr = 0.80. Compared with the free 

surface at Fr = 0.20, more small-scale vortices are generated in the larger region of the 

free surface at higher Fr = 0.80. In addition, the necklace vortices exist on the front side 

of the cylinder on the free surface at Fr = 0.80. 

For Fr = 0.20 and 0.80, the mean flow results are available from Suh et al. (2011) 

and Kawamura et al. (2002) for the comparison purpose. The effects of the free surfaces 

on the mean flows in the results of 2.7E-0.20 and 2.7E-0.80 are discussed by comparing 

with those LES results in the literature. Mean streamwise velocity and vorticity on the 

vertical planes at Fr = 0.20 are compared between CFDShip-Iowa version 6.2.5 and the 

numerical results of Kawamura et al. (2002) and Suh et al. (2011) in Fig. 4.14 and 4.15. 

Negative streamwise velocity can be observed at x = 1.0 and does not exist at x = 2.5. 

This indicates the streamwise locations at x = 1.0 and 2.5 are inside and outside of the 

recirculation region at Re = 2.7×104, respectively. The streamwise velocity contours 

show the wider wake at x = 2.5 than that at x = 1.0. At both x = 1.0 and 2.5, the wake 

width is slightly increased near the free surface, whereas the width is almost constant at 

the deeper level than about 0.5D. Small streamwise vortices can be seen only near the 

free surface at Fr = 0.20. The streamwise vortices near the free surface induce the 

outward transverse velocity which results in the separated region expanded in the 

transverse direction on the free surface (Suh et al., 2011). Fig. 4.16 clearly shows the  
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higher transverse velocity and the slightly wider separated region on the free surface than 

those at z = -3.5. 

 For steady flow of constant density, the transport equation of the streamwise 

vorticity can be written as Eq. (4.2). In Eq. (4.2), Ωx, Ωy, and Ωz are the streamwise, 

transverse, and vertical components of the mean vorticity, respectively. Term (A) 

represents the material derivative of the mean streamwise vorticity. The first term of term 

(B) is the vorticity amplification by the streamwise stretching, while the other terms 

provide vortex-line bending effects. Term (C) suggests the vorticity damping by the 

viscous diffusion. Terms (D), (E), and (F) are the vorticity production by inhomogeneity 

in the Reynolds stress field. 

7s �Ω`�] � � �Ω`�e � � �Ω`�g 8 (A) 

(4.2) 

� 7Ω` �s�] � Ωf �s�e � Ωh �s�g 8 (B) 

�N ��!Ω`�]! � �!Ω`�e! � �!Ω`�g! � (C) 

� ��] ������������g � ������������e � (D) 

� �!�e�g =��������� � ����������> (E) 

� � �!�g! � �!�e!� ���������� (F) 

As show in Fig. 4.17, the y and z components of term (B) and term (E) in Eq. 

(4.2) are the dominant source terms for the mean streamwise vorticity at Fr = 0.20. 

However, the y and z components of term (B) are canceled because they have the same 

magnitudes with the opposite signs. Hence, the term (E) is the main mechanism to 

generate the mean streamwise vorticity on the free surface at Fr = 0.20. These trends are 

similar to those at Fr = 0.80, as shown later, and consistent with those observed by Suh et 

al. (2011). 
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The predictions of 2.7E4-0.80 also show the similar trends to those in the 

numerical results obtained by CFDShip-Iowa version 6.2 at the same Re and Fr (Suh et 

al., 2011). Fig. 4.18 and 4.19 compare the mean streamwise velocity and vorticity 

components at Re = 2.7×104 and Fr = 0.80 between the CFDShip-Iowa version 6.2.5 

predictions and the numerical results of Suh et al. (2011). At x = 1.0, the contours of the 

streamwise velocity show that the width of the wake increases significantly near the free 

surface, whereas the width is almost constant in the deep flow. It is obvious by 

comparing the streamwise velocity at x = 1.0 between Fr = 0.20 and 0.80 that the wake 

width is much larger at the higher Fr = 0.80 with the same Re. Since the plane at x = 1.0 

is inside the recirculation region at this Re, negative mean streamwise velocities are 

observed in the deep flow and near the free surface. However, there is no negative 

streamwise velocity at around z = -1.5. Hence, the width of the recirculating zone 

increases as the free surface is approached. At x = 2.5, a negative streamwise velocity is 

still observed near the free surface, whereas the velocity in the deep flow increases to 

positive values, which indicates the slower velocity recovery in the wake on the free 

surface. On this vertical plane, the width of the wake is increased substantially near the 

free surface and slightly in the deep flow. The narrowest wake region locates at a slightly 

lower position (z = -1.1) on this vertical plane. This observation is consistent with 

Kawamura et al. (2002) and Suh et al. (2011). 

The pair of strong counter-rotating streamwise vortices is responsible for the 

increased wake width and the large outward transverse velocity near the free surface. At 

x=2.5, streamwise vortices are only seen near the free surface. The locations of the mean 

streamwise vortices and the shapes of the wake on the free surface correlate well, 

indicating the effect of secondary swirl of the vortical structures on the wake structures 

(Kawamura et al., 2002; Suh et al., 2011). The mean transverse vorticity component is 

significant near the free surface only. Since the magnitude of the mean transverse 

vorticity is larger than that of the mean streamwise vorticity on the free surface between  
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the two surface-parallel vorticity components, the mean transverse vorticity is more 

responsible for the fluctuations of the free surface (Suh et al., 2011). The vertical 

distributions of the mean vertical vorticity component in the deep flow and the air region 

are due to the Karman vortex shedding. Its distribution near the free surface is inclined 

outward in the transverse direction, due to the outward mean transverse velocity 

generated near the free surface. The location of the high magnitude vorticity matches 

with the high gradient region of the mean streamwise velocity. 

Fig 4.20 and 4.21 compare magnitudes of the Reynolds normal stresses and the 

shear stress at Re = 2.7×104 and Fr = 0.8 between the predictions of 2.7E-0.80 and the 

numerical results by CFDShip-Iowa version 6.2 (Suh et al., 2011). For the streamwise 

Reynolds normal stress RÓÓ � u�u������, the peak values at x = 1 are produced near the free 

surface and along the separation region in the deep flow where the mean streamwise 

velocity is recirculated. Large Rxx is observed where the mean streamwise velocity 

gradients are very high, which indicates a region of high turbulent kinetic energy 

production. In addition, Rxx is increased locally near the edge of the separated region on 

the free surface, due to the increased velocity gradient by the outward transverse velocity 

generation. Relatively uniform distribution of Rxx inside the separated region at x = 1 is 

probably owing to the enhanced mixing by the complex streamwise vorticity inside the 

separated flow region. 

For the transverse Reynolds normal stress RÔÔ � v�v������, one or two peaks are 

observed in the deep flow near the symmetry plane. The peaks are due to the vortex 

shedding by the interaction of the shear layers separating from both sides of the cylinder. 

The behavior of Ryy near the free surface shows similar trends to those of Rxx. In the 

separated flow region, Ryy decreases as it approaches the free surface. 

The vertical Reynolds normal stress RÕÕ � w�w������� has a relatively large magnitude 

on the free surface and is directly related with the free surface fluctuations, which result 

in the significant streamwise vorticity and the outward transverse velocity on the free  



www.manaraa.com

 

107 
 

surface. The feature of Rzz near the free surface is very similar to that of Rxx. Additional 

peaks are observed near the recirculation zone in the deep flow. Rzz in this deep region is 

also owing to the up- and downward flow through the vortex centers during the periodic 

vortex shedding. 

On the free surface, the Reynolds shear stress RÓÔ � u�v������ has an insignificant 

magnitude in the wake region because the shear layers from both sides deviate from each 

other and the interaction between them is restrained. Yu et al. (2008) also observed the 

decreased values of Rxy on the free surface. 

Fig. 4.22 – 4.24 compares the dominant source terms for the mean vorticity 

components at x = 1.0 between CFDShip-Iowa version 6.2 (Suh et al., 2011) and 

CFDShip-Iowa version 6.2.5. For the mean streamwise vorticity, the y and z components 

of term (B) by the vortex bending are of a similar magnitude, but of opposite signs, so the 

total effect of them is canceled out. The remaining term (E) is the main production 

mechanism of the mean streamwise vorticity, which means the vertical and transverse 

gradients of the difference between Ryy and Rzz are partly responsible for the generation 

of the streamwise vorticity near the free surface and presumably cause the outward 

transverse velocity on the free surface. 

The dominant terms for the mean transverse vorticity at x = 1.0 are the z 

component of term (B), term (E), and term (F). The z component of term (B) is from the 

bending of the vertical vorticity by the outward mean transverse velocity generation near 

the free surface. In other words, the swirling motion of the vortex shedding and shear-

layer instability in the deep flow is changed to the free surface fluctuations via vortex 

bending. 

In the deep flow, term (F) is the dominant source for the mean vertical vorticity. 

Hence, the shear stress is primarily responsible for the Karman vortex shedding and 

shear-layer instability in the deep flow. The dominant terms for the mean vertical 

vorticity near the free surface are the z component of term (B) and term (E), which are  
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the vortex stretching of the vertical vorticity and from the anisotropy between the 

streamwise and transverse Reynolds normal stresses, respectively. 

In order to investigate the effect of the free surface on the flow at high Re = 

4.58×105 and high Fr = 1.64, the numerical results of CFDShip-Iowa version 6.2.5 

(4.58E5-1.64) are analyzed by comparing with those of the single-phase flow at the 

similar Re = 5×105 (5E5-CS). Fig. 4.25 compares the instantaneous vertical vorticity on 

the free surface of 4.58E5-1.64 with that on a horizontal plane of 5E5-CS. Compared to 

the single-phase flow at similar Re = 5×105, more small-scale vortices are generated over 

a large range of the wake on the free surface. Many vortices are located on the bow wave 

and depressions regions. In addition, more small-scale vortices are generated on the free 

surface in the further downstream direction and are inclined to the more outward 

transverse direction at higher Fr, as shown in Fig. 4.12, 4.13, and 4.25. 

Fig. 4.26 – 4.28 compare the mean flows between 5E5-CS and 4.58E5-1.64. Fig. 

4.27 shows the results of 4.58E5-1.64 on the curved plane which is 0.22D lower than the 

mean free surface. The plane near the free surface is always inside the water phase. On 

the plane, the mean vorticity components show similar magnitudes to those in the single-

phase flow at Re = 5×105 shown in Fig. 4.26. On the other hand, the mean vertical 

velocity shows much higher magnitude than that of 5E5-CS. The magnitude correlates 

with the mean free surface elevations shown in Fig. 4.29, which includes very high bow 

wave, a pair of large symmetric depressions, and high elevations in the wake. In addition, 

the transverse velocity in the wake presents nonzero magnitudes in the further 

downstream direction and the more outward transverse direction. 

The predictions of 2.7E4-0.20 and 2.7E4-0.80 show that the streamwise vorticity 

and the resulting outward transverse velocity generated near the free surface are primarily 

responsible for attenuation of the periodic vortex shedding, deviation of the separated 

shear layers, and the increased wake widths, which are consistent with the observation of 

Kawamura et al. (2002) and Suh et al. (2011). The mean flow on the free surface  
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computed by 4.58E5-1.64 also shows the high magnitudes of the streamwise vorticity and 

the transverse velocity. In the wake region, the positive streamwise vorticity induces the 

negative transverse velocity, while the negative vorticity results in generation of the 

positive velocity. The transverse velocity is inward and outward in the near and far wake 

region, respectively. These features of the transverse velocity cause the wake whose 

width is slightly shrunk near the cylinder and substantially expanded in the far region. 

The mean streamwise velocity contours in Fig. 4.28 (a) and the streamlines in Fig. 4.29 

show the characteristics of the wake width clearly. The mean streamwise velocity 

contours also present the small recirculation region inside the cavity structure of the free 

surface. The mean vertical velocity contours correlate well with the deformations of the 

free surface including the high bow wave on the upstream side of the cylinder, the cavity 

structure immediately behind the cylinder, the large symmetric depressions behind the 

cavity, and the Kelvin waves. In addition, the mean transverse vorticity on the free 

surface shows the large magnitudes inside the symmetric depressions. 

Reynolds stresses are compared between 5E5-CS and 4.58E5-1.64 in Fig. 4.30 – 

4.32. Rxx on the curved plane 0.22D below the free surface shows the similar peak 

magnitude to that in the single-phase flow at Re = 5×105, whereas Ryy has the lower peak 

than that of 5E5-CS. Rzz near the free surface shows the higher peak near the circular 

cylinder presumably due to the free surface fluctuations inside the deep cavity structure. 

All shear stress components in the near wake region present similar magnitudes to those 

of 5E5-CS. The shear stresses near the free surface also have nonzero magnitudes in the 

far wake region, which is related to the free surface fluctuations. 

The Reynolds stress contours on the free surface correlate well with the 

deformations of the free surface because the stresses are related to the free surface 

fluctuations. The normal components have the peak magnitudes near the center plane of 

the wake. The peak of Ryy is located near the downstream edge of the cavity on the free 

surface where the separated shear layers interact, as shown in Fig. 4.29. Rzz also shows  
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the peak near the edge of the cavity structure where the free surface fluctuations are 

presumably large. Rxy and Rxz have the larger magnitudes than that of Ryz. On the free 

surface, the Reynolds shear stress components have the smaller magnitudes than the 

normal components. Yu et al. (2008) and Suh et al. (2011) also observed the similar trend 

of Rxy on the free surface at Re = 2.70×104 and Fr = 0.80. 

The source terms for the mean streamwise vorticity, as shown in Eq. (4.2), are 

compared between 5E5-CS and 4.58E5-1.64 in Fig. 4.33 – 4.35. As shown in Fig. 4.34, 

the mean streamwise vorticity near the free surface is dominantly produced by term (D), 

(E), and (F) which are due to the inhomogeneity in the Reynolds stress field. This trend is 

similar to that in the single-phase flow at Re = 5×105 shown in Fig. 4.33. 

It is noted that term (E) and (F) on the free surface have the similar magnitude but 

the opposite signs as well as the y and z components of term (B). Therefore, term (D) and 

the x component of term (B) are the dominant source terms for the mean streamwise 

vorticity on the free surface. The difference of the gradients of two Reynolds shear 

stresses (Rxy and Rxz) and the streamwise vortex stretching are primarily responsible for 

generation of the mean streamwise vorticity on the free surface. 

Fig. 4.36 – 4.38 compare the source terms for the mean transverse vorticity 

between 5E5-CS and 4.58E5-1.64. Similar to the mean streamwise vorticity, the terms 

due to the Reynolds stress gradients are the main mechanism to generate the mean 

transverse vorticity near the free surface, as shown in Fig. 4.37. 

The source terms for the mean transverse vorticity on the free surface also show 

the similar characteristics to those of the source terms for the mean streamwise vorticity. 

Since the term (E) and (F) have the similar magnitudes but the opposite signs as well as 

the y and z components of term (B), the x component of term (B) and term (D) are 

mainly responsible for generation of the mean transverse vorticity on the free surface. 

The x component of term (B), Ωx∂V/∂x, is produced mainly by the strong streamwise  
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vorticity on the free surface, while term (D) is the difference of the gradients of two 

Reynolds shear stresses (Rxy and Ryz). 

Fig. 4.41 – 4.43 compare the source terms for the mean vertical vorticity between 

5E5-CS and 4.58E5-1.64. As shown in Fig. 4.42, the mean vertical vorticity near the free 

surface is generated mainly by the production terms due to the Reynolds stress gradients, 

which is similar to other vorticity components. The z component of term (B) shows the 

high magnitude in the shear layers because of the strong vertical vorticity, whereas other 

components of term (B) have smaller magnitudes. These features are similar to those in 

the single-phase flow at Re = 5×105 (5E5-CS). 

On the free surface, the source terms for the mean vertical vorticity show the 

similar characteristics to those for other vorticity components. The y and z components of 

term (B) have the similar magnitudes with the opposite signs, so the dominant terms in 

the transport equation of the mean vertical vorticity are the x component of term (B) and 

the terms due to the Reynolds stresses. The x component of term (B), Ωx∂W/∂x, is 

produced mainly by the strong mean streamwise vorticity on the free surface. 

4.3 Summary 

CFDShip-Iowa version 6.2.5 has been applied to the flows past a circular cylinder 

piercing the free surfaces vertically in order to assess the accuracy of the coupled 

orthogonal curvilinear/Cartesian grid solver in the simulation of the flows with free 

surfaces. The numerical simulations have been performed for the two-phase turbulent 

flows past a surface-piercing circular cylinder at (Re, Fr) = (2.7×104, 0.20), (2.7×104, 

0.80), and (4.58×105, 1.64) due to availability of several detailed results from both 

experimental and numerical studies in the literature. The effects of the free surfaces on 

the vortex shedding and the separated regions have also been analyzed by comparing the 

CFDShip-Iowa version 6.2.5 results with the LES results in the literature and those of the 

single-phase flow at the similar supercritical Re = 5×105, i.e., 5E5-CS in Chapter 3. 
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For the low (= 0.20) and medium (= 0.80) Fr cases, CFDShip-Iowa version 6.2.5 

predicted the similar CD and CL
RMS to those obtained by the other numerical studies, 

which are up to 51% lower than the experimental data of the single-phase flow at the 

same Re. 

CFDShip-Iowa version 6.2.5 appropriately captured the features of the 

instantaneous free surfaces for all Fr, which are shown in the experimental data and the 

numerical results. The CFDShip-Iowa version 6.2.5 predictions showed good agreement 

with the experimental and numerical results in terms of the profiles of the velocity and 

free surfaces and the variation of free surface elevations by Fr. 

In the study of the effects of free surfaces, CFDShip-Iowa version 6.2.5 showed 

the similar results to those obtained by the past numerical studies using LES for Fr = 0.20 

and 0.80. The organized vortex shedding observed in the deep flows is attenuated on the 

free surface, and many vortices with smaller scales are generated. On the free surface, the 

shear layers separating from the two sides of the cylinder digress, and the wake is 

substantially expanded in the transverse directions. The streamwise vorticity and the 

resulting outward transverse velocity, which are mainly produced by the vertical and 

transverse gradients of the difference between Ryy and Rzz, are primarily responsible for 

the deviation of the shear layers and the large wake widths. These trends of the vortex 

shedding, deviating shear layers, and the expanded wake on the free surface are more 

prominent in the flow at Fr = 0.80 than that at Fr = 0.20. 

The numerical results of CFDShip-Iowa version 6.2.5 at Re = 4.58×105 and Fr = 

1.64 have been compared with those of the single-phase flow at similar Re = 5×105 to 

analyze the effects of the free surface on the flows at the high Re and Fr. Compared to the 

single-phase flow at similar Re, more small-scale vortices are generated over a large 

range of the wake on the free surface at Fr = 1.64. Many vortices are located on the bow 

wave and depressions regions. While the mean vorticity near the free surface show 

similar trends to those in the single-phase flow, the mean velocity correlates with the  
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mean free surface elevations. The source terms for the vorticity near the free surface are 

mainly produced by the Reynolds stress gradients. The mean flow on the free surface at 

Fr = 1.64 shows the high magnitudes of the streamwise vorticity and the transverse 

velocity, which are responsible for the attenuation of periodic vortex shedding. The 

difference of the gradients of two Reynolds shear stresses and the streamwise vortex 

stretching are the main mechanism for generation of the mean streamwise vorticity on the 

free surface. In addition, the source terms due to the strong streamwise vorticity mainly 

generate both transverse and vertical vortices on the free surface. 
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Table 4.1 Conditions for CFDShip-Iowa version 6.2.5 simulations of two-phase 
turbulent flows 

Case Re Fr Domain size 
Grid resolution 

Nx×Ny×Nz Nr×Nθ×Nz 

2.7E4-0.20 

2.70×104 

0.20 -10 ≤ x/D ≤ 15 

-10 ≤ y/D ≤ 10 

-4 ≤ z/D ≤ 2 

264×264×128 28×128×128 

2.7E4-0.80 0.80 

4.58E5-1.64 4.58×105 1.64 

-15 ≤ x/D ≤ 42 

-20 ≤ y/D ≤ 20 

-4 ≤ z/D ≤ 2 

336×328×128 28×128×128 
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Table 4.2 Drag coefficients and RMS of lift fluctuations of two-
phase turbulent flows 

Case Fr Re CD CL
RMS 

Experiment - 

2.70×104 

1.200 0.450 

Kawamura et al. (2002) 

(E) 
0.20 

1.120 

(-6.67%) 

0.320 

(-28.9%) 

2.7E4-0.20 

(E) 

1.104 

(-8.00%) 

0.324 

(-28.0%) 

Kawamura et al. (2002) 

(E) 

0.80 

0.970 

(-19.2%) 

0.240 

(-46.7%) 

Suh et al. (2011) 

(E) 

0.984 

(-18.0%) 

0.220 

(-51.1%) 

2.7E4-0.80 

(E) 

0.985 

(-17.9%) 

0.219 

(-51.3%) 
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Figure 4.1 Time histories of the drag and lift coefficients. Dotted lines are the running 
mean of the drag coefficients: (a) 2.7E4-0.20; (b) 2.7E4-0.80  
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Figure 4.2 FFT of lift coefficients: (a) 2.7E4-0.20; (b) 2.7E4-0.80 
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Figure 4.3 Instantaneous free surfaces around the circular cylinder 
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Figure 4.4 Instantaneous free surfaces in the wake behind the circular cylinder 
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Figure 4.5 Comparison of mean free surfaces: (a) maximum heights of bow waves; (b) 
depths of depressions behind the cylinder on the center plane of the wake  
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Figure 4.6 Transverse profiles of the mean free surface elevations at Re = 2.7×104 and Fr 
= 0.20 
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Figure 4.7 Transverse profiles of the mean free surface elevations at Re = 2.7×104 and Fr 
= 0.80 
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Figure 4.8 Transverse profiles of the mean free surface elevations at Re = 4.58×105 and 
Fr = 1.64 
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Figure 4.9 Mean free surface around the cylinder at Re = 2.7×104 and Fr = 0.80: (left 
panel) elevations; (right panel) RMS of the free surface fluctuations 
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Figure 4.10 Vertical profiles of the mean streamwise velocity at Re = 2.7×104 and Fr = 
0.80 
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Figure 4.11 Pressure distributions on the cylinder surface in the deep flow region 
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Figure 4.12 Instantaneous vertical vorticity at Re = 2.7×104 and Fr = 0.20 computed by 
CFDShip-Iowa version 6.2 (Suh et al., 2011) (left column) and CFDShip-Iowa version 
6.2.5 (right column): (a) on the free surface; (b) z = -0.5; (c) z = -1; (d) z = -3.5. Contour 
interval is 1.2. 
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Figure 4.13 Instantaneous vertical vorticity at Re = 2.7×104 and Fr = 0.80 computed by 
CFDShip-Iowa version 6.2 (Suh et al., 2011) (left column) and CFDShip-Iowa version 
6.2.5 (right column): (a) on the free surface; (b) z = -0.5; (c) z = -1; (d) z = -3.5. Contour 
interval is 1.2. 
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(x = 1.0) 

 

 

 

 

 

 

(x = 2.5) 

 
Figure 4.14 Mean streamwise velocity on vertical planes at Re = 2.70×104 and Fr = 0.2: 
(left column) Kawamura et al. (2002); (right column) CFDShip-Iowa version 6.2.5. 
Contour interval is 0.1. 
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Figure 4.15 Mean streamwise vorticity at x = 1.0 at Re = 2.7×104 and Fr = 0.2: (left 
panel) CFDShip-Iowa version 6.2 (Suh et al., 2011); (right panel) CFDShip-Iowa version 
6.2.5. Contour interval is 0.5. 
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Figure 4.16 Mean transverse velocity computed at Re = 2.7×104 and Fr = 0.2: (a) on free 
surface; (b) z = -3.5 
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Figure 4.17 Dominant source terms for the mean streamwise vorticity at x = 1.0 
computed at Re = 2.7×104 and Fr = 0.2: (a) y component of term (B); (b) z component of 
term (B); (c) term (E)  
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Figure 4.18 Mean flow at x = 1.0 computed at Re = 2.7×104 and Fr = 0.8 by CFDShip-
Iowa version 6.2 (Suh et al., 2011) (top) and CFDShip-Iowa version 6.2.5 (bottom): (a) 
streamwise velocity with interval 0.2; (b) streamwise vorticity with interval 0.5; (c) 
transverse vorticity with interval 1.0; (d) vertical vorticity with interval 1.0 
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Figure 4.19 Mean flow at x = 2.5 computed at Re = 2.7×104 and Fr = 0.8 by CFDShip-
Iowa version 6.2 (Suh et al., 2011) (top) and CFDShip-Iowa version 6.2.5 (bottom): (e) 
streamwise velocity with interval 0.2; (f) streamwise vorticity with interval 0.5; (g) 
transverse vorticity with interval 1.0; (h) vertical vorticity with interval 1.0 
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Figure 4.20 Reynolds stresses at x = 1.0 computed at Re = 2.7×104 and Fr = 0.8 by 
CFDShip-Iowa version 6.2 (Suh et al., 2011) (top) and CFDShip-Iowa version 6.2.5 
(bottom): (a) Rxx with interval 0.025; (b) Ryy with interval 0.025; (c) Rzz with interval 
0.01; (d) Rxy with interval 0.01 
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Figure 4.21 Reynolds stresses flow at x = 2.5 computed at Re = 2.7×104 and Fr = 0.8 by 
CFDShip-Iowa version 6.2 (Suh et al., 2011) (top) and CFDShip-Iowa version 6.2.5 
(bottom): (e) Rxx with interval 0.025; (f) Ryy with interval 0.025; (g) Rzz with interval 
0.01; (h) Rxy with interval 0.01 
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Figure 4.22 Dominant source terms for the mean streamwise vorticity at x = 1.0 
computed at Re = 2.7×104 and Fr = 0.8 by CFDShip-Iowa version 6.2 (Suh et al., 2011) 
(top) and CFDShip-Iowa version 6.2.5 (bottom): (a) y component of term (B); (b) z 
component of term (B); (c) term (E) 
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Figure 4.23 Dominant source terms for the mean transverse vorticity at x = 1.0 computed 
at Re = 2.7×104 and Fr = 0.8 by CFDShip-Iowa version 6.2 (Suh et al., 2011) (top) and 
CFDShip-Iowa version 6.2.5 (bottom): (d) z component of term (B); (e) term (E); (f) term 
(F) 
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Figure 4.24 Dominant source terms for the mean vertical vorticity at x = 1.0 computed at 
Re = 2.7×104 and Fr = 0.8 by CFDShip-Iowa version 6.2 (Suh et al., 2011) (top) and 
CFDShip-Iowa version 6.2.5 (bottom): (g) term (F); (h) z component of term (B); (i) term 
(E) 
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Figure 4.25 Instantaneous vertical vorticity computed by CFDShip-Iowa version 6.2.5: 
(a) on the free surface at Re = 4.58×105 and Fr = 1.64; (b) on a horizontal plane at Re = 
5×105. Contour interval is 1.2. 
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Figure 4.26 Mean flows computed at Re = 5×105: (a) streamwise velocity; (b) transverse 
velocity; (c) vertical velocity; (d) streamwise vorticity; (e) transverse vorticity; (f) 
vertical vorticity 
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Figure 4.27 Mean flows on the curved plane which is 0.22D lower than the mean free 
surface computed at Re = 4.58×105 and Fr = 1.64: (a) streamwise velocity; (b) transverse 
velocity; (c) vertical velocity; (d) streamwise vorticity; (e) transverse vorticity; (f) 
vertical vorticity 
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Figure 4.28 Mean flows on the free surface computed at Re = 4.58×105 and Fr = 1.64: (a) 
streamwise velocity; (b) transverse velocity; (c) vertical velocity; (d) streamwise 
vorticity; (e) transverse vorticity; (f) vertical vorticity 
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Figure 4.29 Elevations and streamlines on the mean free surface 
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Figure 4.30 Reynolds stresses computed at Re = 5×105: (a) Rxx; (b) Ryy; (c) Rzz; (d) Rxy; 
(e) Rxz; (f) Ryz 
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Figure 4.31 Reynolds stresses on the curved plane which is 0.22D lower than the mean 
free surface computed at Re = 4.58×105 and Fr = 1.64: (a) Rxx; (b) Ryy; (c) Rzz; (d) Rxy; 
(e) Rxz; (f) Ryz 
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Figure 4.32 Reynolds stresses on the free surface computed at Re = 4.58×105 and Fr = 
1.64: (a) Rxx; (b) Ryy; (c) Rzz; (d) Rxy; (e) Rxz; (f) Ryz  
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Figure 4.33 Source terms for the mean streamwise vorticity computed at Re = 5×105: (a) 
x component of term (B); (b) y component of term (B); (c) z component of term (B); (d) 
term (D); (e) term (E); (f) term (F) 
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Figure 4.34 Source terms for the mean streamwise vorticity on the curved plane which is 
0.22D lower than the mean free surface computed at Re = 4.58×105 and Fr = 1.64: (a) x 
component of term (B); (b) y component of term (B); (c) z component of term (B); (d) 
term (D); (e) term (E); (f) term (F) 
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Figure 4.35 Source terms for the mean streamwise vorticity on the free surface computed 
at Re = 4.58×105 and Fr = 1.64: (a) x component of term (B); (b) y component of term 
(B); (c) z component of term (B); (d) term (D); (e) term (E); (f) term (F) 
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Figure 4.36 Source terms for the mean transverse vorticity computed at Re = 5×105: (a) x 
component of term (B); (b) y component of term (B); (c) z component of term (B); (d) 
term (D); (e) term (E); (f) term (F) 
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Figure 4.37 Source terms for the mean transverse vorticity on the curved plane which is 
0.22D lower than the mean free surface computed at Re = 4.58×105 and Fr = 1.64: (a) x 
component of term (B); (b) y component of term (B); (c) z component of term (B); (d) 
term (D); (e) term (E); (f) term (F) 
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Figure 4.38 Source terms for the mean transverse vorticity on the free surface computed 
at Re = 4.58×105 and Fr = 1.64: (a) x component of term (B); (b) y component of term 
(B); (c) z component of term (B); (d) term (D); (e) term (E); (f) term (F) 
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Figure 4.39 Source terms for the mean vertical vorticity computed at Re = 5×105: (a) x 
component of term (B); (b) y component of term (B); (c) z component of term (B); (d) 
term (D); (e) term (E); (f) term (F) 
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Figure 4.40 Source terms for the mean vertical vorticity on the curved plane which is 
0.22D lower than the mean free surface computed at Re = 4.58×105 and Fr = 1.64: (a) x 
component of term (B); (b) y component of term (B); (c) z component of term (B); (d) 
term (D); (e) term (E); (f) term (F) 
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Figure 4.41 Source terms for the mean vertical vorticity on the free surface computed at 
Re = 4.58×105 and Fr = 1.64: (a) x component of term (B); (b) y component of term (B); 
(c) z component of term (B); (d) term (D); (e) term (E); (f) term (F) 
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CHAPTER 5 

CONCLUSION AND FUTURE WORK 

 

The objective of the current study is development of a coupled orthogonal 

curvilinear/Cartesian grid solver. The solver requires a thin structured boundary layer 

grid and a non-uniform Cartesian grid to resolve the boundary layer on a solid surface 

and the flow region away from the surface, respectively. The boundary layer grid is thin 

to keep its own orthogonality. Flows inside the orthogonal boundary layer and Cartesian 

background grids are solved by different CFD solvers which are coupled by an overset 

grid method. In the overset grid method, the flow variables are interpolated from one grid 

block to another through the interface between the boundary layer and Cartesian 

background grids. SUGGAR code writes the grid domain connectivity information into a 

file that identifies grid points necessary for the overset grid interpolation. In order to 

satisfy mass conservation across the overlapping region, the pressure Poisson equations 

and the overset interpolation equations are encompassed from both of the solvers and 

solved simultaneously by an iterative method. 

Accuracy of the coupled orthogonal curvilinear/Cartesian grid solver was 

evaluated in terms of flows past circular cylinders because the orthogonal boundary layer 

grids can be generated easily due to its simple cylindrical shape. In addition, many results 

about the circular cylinder flows are available in the literature for the comparison 

purpose, which have been obtained from the experimental measurements or the numerical 

simulations. In this study, numerical simulations were also performed by the original 

orthogonal curvilinear and Cartesian grid solvers in order to obtain the benchmark data to 

compare with the results of the coupled orthogonal curvilinear/Cartesian grid solver. 

The coupled orthogonal curvilinear/Cartesian grid solver predicted a pair of the 

symmetric counter-rotating vortices and periodic Karman vortex shedding in the laminar 

flows at Re = 40 and 200, respectively. The numerical results of the mean flow  
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parameters, such as the drag coefficient, are in good agreement with the experimental 

data and numerical results in the literature. The coupled orthogonal curvilinear/Cartesian 

grid solver also predicted the vorticity magnitude and pressure distributions on the 

cylinder surface 10% closer to the numerical results in the literature than the original 

Cartesian grid solver with the same Cartesian grid. This indicates that the near-wall 

region is resolved properly by the boundary layer grids for the coupled orthogonal 

curvilinear/Cartesian grid solver developed in this study. 

At the subcritical Re = 3900, the coupled orthogonal curvilinear/Cartesian grid 

solver reproduced the long shear layers separating from both sides of the circular cylinder 

and the Karman vortices interacting with the vertical velocity component. The solver 

predicted the mean flow parameters and the wake profiles in good agreement with the 

experimental and numerical results in the literature. In the study of the effects of the 

vertical grid resolution, the coarse grid results showed better agreement with the 

experimental data, whereas the results given by the finer grids agreed better with the LES 

results in the literature. These trends with the vertical grid resolution were due to the 

earlier transitions of the shear layers to turbulence occurring in the experiments and the 

coarse grid simulation. 

Numerical simulations were performed by the coupled orthogonal 

curvilinear/Cartesian grid solver for the flows at the supercritical Re = 5×105 and 1×106 

in order to demonstrate the performance of the solver in the turbulent flows at very high 

Re. The numerical results were in good agreement with the experimental data in the 

literature. This study also showed the different flow characteristics between the current 

supercritical and subcritical Re. Much delayed separations of the boundary layers were 

predicted at the supercritical Re, which caused the narrower wakes and the shorter 

recirculation regions than those at the subcritical Re. The features of surface pressure 

corresponded to the separations. The main mechanism to generate the vertical vortices 

was the gradients of the Reynolds stresses and the vertical stretching effect. 
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The coupled orthogonal curvilinear/Cartesian grid solver was applied to the flows 

past a circular cylinder piercing the free surfaces vertically at (Re, Fr) = (2.7×104, 0.20), 

(2.7×104, 0.80), and (4.58×105, 1.64). It aimed at evaluating the accuracy of the solver in 

the simulation of the flows with free surfaces. The drag coefficients and the lift 

fluctuations were predicted very close to the numerical results in the literature. The solver 

also captured the features of the instantaneous and mean free surfaces for all Fr, which 

were shown in the experimental and numerical results. 

The solver developed in this study showed the similar trends in its own numerical 

results to those observed by the past numerical studies using LES for Fr = 0.20 and 0.80. 

The organized vortex shedding observed in the deep flows is attenuated on the free 

surface, and many vortices with smaller scales are generated. On the free surface, the 

shear layers separating from the two sides of the cylinder deviate from each other, and the 

wake is substantially expanded in the transverse directions. The streamwise vorticity and 

the resulting outward transverse velocity, which are mainly produced by the vertical and 

transverse gradients of the difference between the transverse and vertical Reynolds 

normal stress components, are primarily responsible for the deviation of the shear layers 

and the large wake widths. These trends of the vortex shedding, deviating shear layers, 

and the expanded wake on the free surface are more prominent in the flow at Fr = 0.80 

than that at Fr = 0.20. 

The numerical results at Re = 4.58×105 and Fr = 1.64 were compared with those 

of the single-phase flow at similar Re = 5×105 to analyze the effects of the free surface on 

the flows at the high Re and Fr. Compared to the single-phase flow at similar Re, more 

small-scale vortices are generated over a large range of the wake on the free surface at Fr 

= 1.64. While the mean vorticity near the free surface show similar trends to those in the 

single-phase flow, the mean velocity correlates with the mean free surface elevations. 

The source terms for the vorticity near the free surface are mainly produced by the 

Reynolds stress gradients. The mean flow on the free surface at Fr = 1.64 shows the high  
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magnitudes of the streamwise vorticity and the transverse velocity, which are responsible 

for the attenuation of periodic vortex shedding. The difference of the gradients of two 

Reynolds shear stresses and the streamwise vortex stretching are the main mechanism for 

generation of the mean streamwise vorticity on the free surface. In addition, the source 

terms due to the strong streamwise vorticity mainly generate both transverse and vertical 

vortices on the free surface. 

In the future work, the coupled orthogonal curvilinear/Cartesian grid solver will 

be applied to a flow around Wigley hull. Because the Wigley hull has a simple surface 

shape, an orthogonal curvilinear boundary layer grid is expected to be generated easily. 

The orthogonality correction term will be added into the governing equations to apply the 

solver to non-orthogonal boundary layer grids around more complicated shapes. 
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